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Abstract

In this paper we focus on the problems of high latency and low throughput arising from the periodic operation of MAC
protocols for wireless sensor networks. In order to meet both design criteria we propose an energy-efficient, low delay, fast-

periodic MAC algorithm, namely FP-MAC, that is exclusively designed for 802.15.4-like networks utilizing in full the stan-
dard’s physical layer. Our proposal relies on the short periodic communication operation of the nodes comprising the
WSN. This is achieved by decreasing the actions that a node needs to perform at the start of every communication period
and by incorporating a variable radio-on operation. Moreover, the algorithm introduces differences in nodes’ scheduling to
further reduce delay. Local synchronization and the crucial task of determining the proper timing for transmission and
reception of data is achieved through the periodic broadcast of special synchronization frames at the beginning of each
on-period. FP-MAC is evaluated and compared to S-MAC and T-MAC through extensive simulations, showing a signif-
icant improvement in terms of low energy consumption and average MAC delay.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Wireless sensor networking is an emerging tech-
nology that has a wide range of potential applica-
tions including environmental control, home
automation, military sensing and health monitoring
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[1]. The recent release of standards in the field, such
as the IEEE 802.15.4 [2] for low-rate wireless per-
sonal area networks (LR-WPANs), brought the
technology out of research labs and stimulated the
development of numerous commercial products.
Since its proposal in 2003, the IEEE 802.15.4 proto-
col has been attracting more and more research
work enforcing its deployment in wireless sensor
networks (WSNs). Also, many manufacturers of
the WSN technology (namely all the ZigBee Alli-
ance members [3]) are shifting towards this standard
.
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solution due to its increasing popularity and inter-
esting technical features [4]. The provision of low
cost and low power wireless connectivity within
short ranges of up to 20 m, are some of the charac-
teristics that make the 802.15.4/ZigBee protocol
particularly suited for WSNs.

A typical WSN is a large set of wireless nodes,
with sensing, monitoring and processing capabili-
ties, deployed in an ad hoc fashion [5]. These wire-
less nodes are autonomous, battery-operated
devices, with limited energy capacity and computa-
tional processing capability, mostly designed for
unattended operation. These devices require mecha-
nisms to minimize energy consumption, in order to
ensure a long-lasting operation without the need for
replacement/recharging the battery. Several special
mechanisms need to be implemented in all the net-
work layers, from physical to application. In this
study, we concentrate on medium access control
(MAC) protocols since this gives a fine-grained con-
trol to switch the wireless radio on and off and
therefore to effectively prolong the network lifetime.

As already mentioned, energy conservation is the
primary and most important challenge to meet since
it determines the lifespan of a sensor network [6].
Since the power consumption of a transceiver is
remarkably high during channel listening, the best
way to achieve energy conservation is to turn off
the radio electronics on every network node for as
long as possible. The crucial challenge is to keep
the nodes’ radios on only for the time necessary to
exchange data. Since there is no ‘‘Wake-Up Radio’’
in the market products developed (i.e. an ideal recei-
ver that wakes-up only when it detects signal at its
antenna), the only solution that approaches this, is
to periodically switch on and off a node’s radio, ulti-
mately to keep the radio on only when communica-
tion is needed.

Another concern in the design of an efficient
MAC is to fairly and efficiently share communica-
tion resources between sensor nodes. Generally,
MAC protocols can be broadly classified based on
their resource sharing mechanisms in two major
categories: (a) schedule-based and (b) contention-
based. Both techniques can be used in wireless
sensor network applications, albeit with different
advantages and disadvantages each. Schedule-based
techniques can more easily satisfy WSN’s require-
ments, since they have the inherent capability of
power conservation and can lead to collision-free
MAC protocols. Contention-based techniques
require an additional control stage in order to
implement the periodic on and off turning of the
radio. Moreover, when several sensor nodes wish
to transmit to a common destination they have to
contend for the medium during the destination’s
on-period. This implies that their performance
under high contention suffers because of high over-
head in resolving contention and collision [7]. From
this point of view, schedule-based protocols have
natural advantage over contention-based protocols,
but, on the other hand, local or global synchroniza-
tion between network nodes as well as complicated
slot assignment procedures are required.

Derived from the above description, novel algo-
rithms are of need, to effectively tackle the unique
resource constraints and application requirements
of WSNs. The common reference point of the above
techniques and the key factor for energy conserva-
tion appeared to be the periodic operation. As
already seen, periodicity can be implemented either
in a straightforward way (i.e. in schedule-based
MAC protocols) or not (i.e. in contention-based
MAC protocols). Yet, whatever of the access tech-
nique in use, the selection of a proper duty cycle,
which is the percentage of on-time with respect to
total period duration, is mandatory. Smaller duty
cycle values improve power consumption but also
lead to higher end-to-end delays which can be a seri-
ous drawback, especially in multi-hop systems [5].
This tradeoff between consumption and delay with
respect to period selection was the major motivation
for this paper.

In this paper, we propose a new MAC algorithm
for wireless sensor networks, namely FP-MAC.
Current MAC solution is successfully integrated
with the IEEE 802.15.4/ZigBee standard and is
capable of using small period values by decreasing
the actions that a node needs to perform at the
beginning of every communication period and by
incorporating a variable radio-on operation. The
algorithm also incorporates the idea of scheduling
the listening times of the nodes, while using conten-
tion over the transmission of data during each
node’s on period with a simple back-off mechanism.
The above features together with the algorithm’s
fast-periodic operation lead to an energy-efficient
MAC algorithm that lowers the delay in wireless
sensor networks.

The remainder of the paper is organized as fol-
lows: Section 2 describes several existing widely
accepted access methods proposed for WSNs. In
Section 3 we introduce several features of the under-
lying 802.15.4 standard in order to provide a better
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understanding of the FP-MAC algorithm. In
Section 4, we present an analytical description of
the proposed algorithm, while in Section 5 we illus-
trate the obtained simulation results, followed by
detailed reports. Finally, conclusions are given in
Section 6.
2. Related work

Piconet [8] was one of the first contention-based
MAC protocols that introduced periodic sleep for
energy conservation. However, there is no coordina-
tion and synchronization among nodes about their
sleep and listen time. The scheme to enable the com-
munications among neighboring nodes is to let a
node broadcast its ID when it wakes-up from sleep-
ing. If a sender wants to talk to a neighbor, it must
keep listening until it receives the neighbor’s broad-
cast. Although ID reception secures that the desti-
nation node is alive, there is no information about
its schedule. This results in energy waste, since the
source node may have to wait for unnecessary long
time with its receiver on, until the reception of
neighbor’s ID.

One of the famous contention-based access proto-
cols is the sensor-MAC protocol or S-MAC [9]. S-
MAC inspired by PAMAS [10], uses a coordinated
sleeping mechanism, similar to the IEEE 802.11
DCF power saving (PS) mode [11], and in-channel
signaling to avoid overhearing. In S-MAC, neighbor
nodes are organized in virtual clusters by adapting a
common schedule for their fixed sleep and wake-up
cycles. At the beginning of each active period, nodes
exchange synchronization information. Following
this, data may be exchanged for the remainder of
the active period using the RTS–CTS mechanism.
Although RTS–CTS can alleviate the hidden termi-
nal problem, it incurs high overhead because data
packets are typically very small in sensor networks.
Exchanging control messages in the order of the
actual data packets leads to bandwidth waste and
increased protocol overhead (40% to 75% of the
channel capacity in sensor networks [12,13]). More-
over, although S-MAC achieves low power opera-
tion, it accomplishes this by trading off energy for
latency. In a follow up work [14], the increased
latency caused by the periodic sleep of each node,
is improved by utilizing an adaptive listening mech-
anism that allows a node which overhears its neigh-
bor’s RTS or CTS packet transmission to wake up
for a short period of time at the end of the transmis-
sion and immediately receive data if it is the next-
hop node.

Several S-MAC variations have been proposed
since then, mainly concentrated on further energy
conservation during the radio on time of a sensor
node. Timeout-MAC (T-MAC) [15] is one of them
and improves S-MAC’s energy usage by using a
very short extendable listening window at the begin-
ning of each active period. After the SYNC section
of the active period, there is a short window to send
or receive RTS and CTS packets. If no activity
occurs in that period, the node returns to sleep,
otherwise it remains awake for the packet delivery
to be performed. By changing the protocol to have
an adaptive duty cycle, T-MAC saves more energy
under variable traffic, but, unlike FP-MAC, and
due to its identified early sleeping problem, T-
MAC achieves lower throughput.

Data gathering-MAC (D-MAC) [16] achieves
very low latency for convergecast communications
(data gathering trees) compared to other sleep/listen
period assignment methods in energy-efficient way.
Low latency is achieved by assigning subsequent
slots to the nodes that are successive in the data
transmission path. Each node first listens to its chil-
dren, then propagates any messages up to its parent.
D-MAC uses simple CSMA with acknowledge-
ments. When a number of nodes that have the same
schedule (the same level in the tree) try to send to
the same parent node, collisions will occur. Nodes
losing contention do not need to wait for the next
upwards flow, but may try again in an over flow slot
scheduled after any occupied Recv/Send pair. The
down side of D-MAC is that it lacks the flexibility
to support communication patterns other than con-
vergecast. In particular, local-gossip based on
broadcast does not work because neighbors (chil-
dren and parents) listen at different times.

TDMA-based protocols, such as [17–21], are
naturally energy conserving, because they have a
built-in duty cycle, and do not suffer from colli-
sions, thus making them favorable when maximum
bandwidth utilization is required. However, main-
taining a TDMA schedule in an ad-hoc network
is not an easy task and requires much complexity
in the nodes. TDMA-based protocols usually
require the nodes to form communication clusters.
Thus, when the number of nodes within a cluster
changes, due to addition or removal of sensor
nodes, it is not easy for a TDMA protocol to
dynamically change its frame length and its time
slot assignment. So, its scalability is not as good
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as that of a contention-based protocol. Their scala-
bility efficiency is reduced and is substantially
bounded by parameters reported in [22] (i.e. the
inaccurate synchronization among neighboring
nodes). Finally, another drawback of these schemes
is that, like most fixed scheduling mechanisms, time
slots are wasted if a node does not have any data to
send to the intended receiver and since WSNs are
to support low data rates applications, TDMA-
protocols are not suited for them.

From our knowledge, no adequate MAC-related
work exist in the context of the IEEE 802.15.4 stan-
dard and more specifically in its unslotted CSMA-
CA mode. Most efforts were made in the direction
of evaluating the performance of the beacon-
enabled 802.15.4 mode [23,24]. Moreover, in all
the above proposals, the main effort has been
focused on energy consumption minimization
(which is fundamental for the operation of WSNs),
disregarding in a degree other critical system param-
eters such as delay and throughput. This work,
which distinguishes itself from previous work by
relying on the IEEE 802.15.4 physical layer,
addresses both energy, latency and throughput
issues by introducing a novel distributed MAC algo-
rithm, namely FP-MAC, where no synchronization
and topology information is needed. Next, we pro-
vide an overview of the underlying standard.

3. Overview of the IEEE 802.15.4 standard

IEEE 802.15.4 (Zigbee) [2] is the new standard
that has been developed to provide low power,
low cost and highly reliable wireless connectivity
among inexpensive, battery-powered devices that
are deployed for lengthy periods of time without
maintenance [5]. The standard defines the physical
(PHY) and the medium access control (MAC) lay-
ers. The PHY and MAC layers provide building
blocks for supporting multiple network topologies,
including both star and peer-to-peer networks
depending on the application requirements. The
personal operating space (POS) of 10 m determines
the range over which the wireless links are feasible.
An 802.15.4 network can simply be a one-hop star/
peer-to-peer, or, when lines of communication
exceed 10 m, a self-configuring, multi-hop network.

Application scenarios for WSNs are defined by
the ZigBee Alliance [3] that uses the IEEE
802.15.4 standard and adds layers for application,
security and networking. These applications, which
have relaxed throughput requirements and are often
measured in a few bytes per day, include industrial
control and monitoring, home automation and con-
sumer electronics, security and military sensing,
asset tracking and supply chain management, and
health monitoring. Resource limitations typically
found in sensor devices accentuate the need for
algorithm optimizations in such applications.
Cross-layer interactions are favored over strict lay-
ering of the network components and regarded as
the basis to provide the optimization capabilities
required by the aforementioned sensor network
applications. In the following subsections, we give
a brief overview of the 802.15.4 PHY and MAC lay-
ers, followed by an introduction into the configura-
bility of these two layers. A detailed description on
the IEEE 802.15.4 PHY and MAC can be found in
[25].

3.1. The PHY layer

The PHY layer dictates how 802.15.4 devices
may communicate with each other over the wireless
channel. It offers two PHY functions which are both
based on direct sequence spread spectrum (DSSS)
methods that result in low cost digital IC implemen-
tation, and both share the same basic packet struc-
ture [25]. The difference between the two PHYs is
the operating frequency band and the supported
data rates. The 2.4 GHz PHY specifies operation
in the worldwide 2.4 GHz ISM band, while the
868/915 MHz PHY specifies operation in the Euro-
pean 868 MHz band and 915 MHz ISM band (in
the United States). The 2.4 GHz PHY provides a
transmission rate of 250 kb/s and a maximum
MAC protocol data unit (MPDU) of 127 Bytes
which, after accounting for the PHY-layer preamble
(6 bytes), translates to a total packet size of
133 bytes (Fig. 1). The 868/915 MHz PHY offers
rates of 20 kb/s and 40 kb/s for its two bands,
respectively.

This layer is responsible for activation and deac-
tivation of the transceiver according to the request
from the MAC sublayer, channel frequency selec-
tion (one out of 27 available), and data transmis-
sion/reception. Furthermore, the PHY performs
channel energy detection (ED), link quality indica-
tion (LQI) for received packets, and clear channel
assessment (CCA) for the MAC’s carrier sense mul-
tiple access with collision avoidance (CSMA-CA)
protocols. In addition to the packet length informa-
tion and the PHY payload, a PHY packet includes a
5 byte synchronization header (SHR) which allows
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devices to synchronize with the bit stream which
forms the transmitted message.

3.2. The MAC sublayer

The MAC sublayer coordinates access to the
shared channel among the competing devices and
in IEEE 802.15.4 it can operate on both beacon

enabled and non-beacon enabled modes. In the bea-
conless mode, decentralized channel access is man-
aged through an unslotted CSMA-CA mechanism,
where devices may directly communicate with each
other in peer-to-peer connections. The new stan-
dard, unlike other protocols designed for wireless
networks such as the IEEE 802.11 standard [11],
does not include the request-to-send (RTS) and
clear-to-send (CTS) mechanism, in consideration
of the low data rate used in LR-WPANs. In the bea-
con-enabled mode or slotted CSMA-CA approach,
a star topology is formed. In this, the PAN coordi-
nator relies on a superframe structure in order to
provide services such as beacon generation and syn-
chronization, PAN association and disassociation,
channel accessing via the CSMA-CA mechanism
and maintenance of the guaranteed time slot
(GTS). The PAN coordinator periodically transmits
a beacon that specifies the superframe start and
which other devices use both for synchronization
and for determining when to enable transmission
and reception of messages. Since the FP-MAC algo-
rithm relies on the unslotted CSMA-CA version of
the standard, the analysis that follows is concen-
trated on it.

3.3. Configuring 802.15.4

In the unslotted CSMA/CA version of the stan-
dard two attributes of particular importance are:
aTurnaroundTime and aMaxFrameRetries. The first
one describes the necessary time for the transceiver
to swap between the following states: Rx-to-Tx
and Tx-to-Rx and requires a total of 12 symbols
or equally 192 ls (hardware limitation). This time
is enough for a contending node to assess clear
channel and begin transmission of a new packet,
since only 160 ls are required for the CCA to be
performed [2]. The transmission procedure begins
with a randomly selected back-off time from an ini-
tial window of [0, 2BE � 1], where BE is the back-off
exponent and has an initial value of 3.1 After this
time elapses, carrier sense (CS) is performed at the
physical layer and if no radio activity is detected,
transmission starts. If the TxOptions parameter
specifies that an acknowledged transmission is
required, the MAC sublayer will enable its receiver
immediately following the transmission of the
MPDU and wait for an acknowledgment from the
recipient for at most macAckWaitDuration symbols
(54–120 symbols). If the MAC sublayer does not
receive an acknowledgment within this time, the
device concludes that the single transmission
attempt has failed. A device shall repeat the process
of transmitting the data, up to a maximum of aMa-

xFrameRetries times, equal to 3. If an acknowledg-
ment is still not received after aMaxFrameRetries

retransmissions, the MAC sublayer shall assume
the transmission has failed and notify the next
higher layer of the communications failure. Within
the FP-MAC algorithm these parameters remained
unchanged.
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4. Proposed algorithm description

4.1. The concept

In a contention-based MAC algorithm, the key
element in optimizing the energy consumption is
to minimize the duration of receiver’s on time before
the actual data exchange can take place. This time
interval, which we refer to as minimum active time

(tm), consists of possible signaling, handshaking,
collision avoidance mechanisms, plus the necessary
Tx/Rx turnaround and calibration time and poses
the lower bound on the radio on time. This bound
varies in different MAC implementations. An imple-
mentation that needs more time to accomplish the
above procedures clearly requires to operate in
longer periods so as to achieve the same duty cycle
d. This is shown in Fig. 2, where the sum (tm + ton)
corresponds to the radio-on time and the fraction
(tm + ton)/d to the period length (p) given the duty
cycle’s definition. Furthermore, in those systems
that operate in a periodic manner, data transfer
latency naturally depends on the frequency of the
operation cycle (namely period) with faster cycle
iterations yielding better performance. Summing
up, the ability of a MAC algorithm to shrink the
period and therefore reduce latency, emanates from
its potential to operate at a very short minimum
active time, otherwise either there will be no useful
time interval to exchange data, or the duty cycle will
be increased in such values that practically no
energy conservation will be achieved.

In S-MAC and its variations, the synchroniza-
tion phase plus the RTS–CTS handshaking proce-
dure implies a long minimum active time,
restricting their ability to absorb the traffic fluctua-
tions in a wireless sensor network while keeping the
average radio-on time, the delay and throughput in
efficient levels. In a typical WSN, a sensor node
spends most of its operation time without communi-
cating (in [26] it is shown that idle listening accounts
tm ton

t'm ton

time interval for data exchange

p

p'

t

t

minimum active time

Fig. 2. Minimum active time with respect to the operation
period.
for more than 90% of the power consumption), so it
has to operate in a minimum duty cycle that will
extend network lifetime. On the other hand, the
same duty-cycle should guarantee an acceptable
delay and throughput when traffic (sensing informa-
tion, signaling, routing, etc.) exists. As it will be
shown in Section 5, S-MAC and T-MAC do not ful-
fill the above requirements.

In this study, we remedy these issues by spread-
ing neighbor nodes’ wake-up schedules within a per-
iod (in contrast to S-MAC where nodes synchronize
their schedules), and by replacing the RTS–CTS
handshaking with a simple back-off algorithm.
These techniques allow us to highly reduce the min-

imum active time, improving the overall perfor-
mance, while keeping the implementation
complexity at low levels.
4.2. Detailed description

The core of the proposed algorithm relies on the
periodic sleep/wake-up operation of the wireless
nodes comprising the WSN. At the beginning of
every period there is a radio-on time (TL) which
consists of the broadcasting of a synchronization
frame and a minimum idle listen time that a node
requires in order to identify possible transmissions
(Fig. 3).

The synchronization frames contain essential
parameters of the transmitting node, such as its id,
its period and its oscillator’s drift. A node that
receives a synchronization frame, stores its informa-
tion locally and consequently learns the consecutive
moments that the corresponding neighbor node will
be able to receive data. Considering that in 802.
15.4-compliant radio transmitters2 the current con-
sumption is similar during the receive, transmit
states, there is no extra power consumption during
the transmission of these frames. Moreover, in
802.15.4-like radios, ‘‘listening’’ describes the proce-
dure where the receiver seeks the channel in order to
acquire the preamble sequence and ‘‘receiving’’ the
procedure where the receiver have acquired the pre-
amble sequence and is receiving frame bytes [28].
Since coherent reception is performed within the
DSSS technique, there is no difference between
2 We use the transceiver characteristics of the commercially
available CC2420 Chipcon radio [27] where each sensor con-
sumes as high as 19.7 mA, 17.4 mA and 20 lA, in receive,
transmit and power down modes, respectively.
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listening and receiving in these radio transceiver
models.

Immediately after broadcasting the synchroniza-
tion frame, the node turns over from Tx to Rx
and listens for potential data. If no channel activity
occurs after time TL, the node turns its radio off. If
data is detected, the node extends its active time
interval in order to complete the reception proce-
dure, which includes the acknowledgment mecha-
nism. After the reception of a complete packet, the
node continues to listen for an additional time,
equal to tb (Fig. 3a), for further possible transmis-
sions. This procedure can be repeated (attempted),
if it can be completed, until the next successive syn-
chronization frame of any other neighbor node.
This time duration is called the potential active win-

dow and it depends both on the duration of the
operation period and the number of nodes compris-
ing the network. As the number of nodes within
vicinity increases the length of the operation period
should be long enough to provide the nodes with
sufficient potential active window for data transmis-
sion. The remaining data, if any, will be deferred to
the next active cycle of the receiving node. Both the
potential active window and the period duration are
constant and application-related parameters known
by all nodes comprising the WSN. Simulation
results would verify that a period of 200 ms may effi-
ciently accommodate the applications requirements
of a dense network consisting of 20 nodes located
in the same cluster (one-hop topology). Finally, a
5-packet long potential active window (as the one
used in simulations for the FP-MAC algorithm)
may deliver data with very low delay.

When a node wishes to transmit to its neighbors
it needs to wait their scheduled wake-up period.
Thus, the node first checks the corresponding stored
timing information and switches on its radio slightly
before the expected broadcast of the neighbor’s syn-
chronization frame in order to receive it. The recep-
tion of this frame is mandatory in order to confirm
that the destination node is still alive and opera-
tional. Upon reception of this frame the transmis-
sion procedure begins with a randomly selected
back-off time. After this time elapses, carrier sense
is performed at the physical layer and if no radio
activity is detected, transmission starts. During the
back-off time, all the contending nodes have their
receivers on, so when one acquires the channel
and starts data transmission, the rest of the con-
tenders are able to listen the transmission and con-
sequently to learn the packet length in order to
calculate the end of the transmission. During this
time interval, they switch off their receivers (since
another node has gained the channel and transmits
data) and schedule a new back-off contention
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period, if the destination’s potential active window
allows it, immediately after the completion of trans-
mission which includes the acknowledge mecha-
nism. Note that in 802.15.4-like networks [2] the
addressing scheme used (Fig. 1) allows this trick
to be implemented very easily, since the packet
length resides at the beginning of each packet,
immediately after the preamble sequence and before
the address bytes. So each node that overhears a
transmission has the ability to learn its length, even
if it is destined to another node, before address rec-
ognition mechanism fails.3 Thus, a contenting node
overhears just six bytes of the total packet (4 bytes
preamble, 1 byte start frame delimiter and 1 byte
packet length), which are actually useful informa-
tion in order to safely schedule the next contention
interval in the same active window.

The benefits of the described procedure are a sig-
nificant decrease of overhearing energy waste and
elimination of retransmissions due to lost acknowl-
edgement packets. An acknowledgement packet can
be destroyed because the time interval between the
end of the data reception and the start of the trans-
mission of the acknowledgement packet (Rx/Tx
turnaround time, see Section 3.3) is enough for a
contending node to assess clear channel and begin
transmission of a new data packet. This actually
destroys two packets, the one already received and
being acknowledged and the new one being trans-
mitted, and in our case is effectively avoided.

During the network setup stage and before each
node starts its periodic operation, it needs to run a
neighbor discovery (ND) protocol and to schedule
its on-period in a free time window. Hence, the node
first listens for a certain amount of time, equal to
two periods. This constraint gives the receiver
enough time to collect synchronization frames in
the neighborhood. If during the listening time it
does not hear channel activity, it immediately
broadcasts its synchronization frame. On the other
hand, if a node receives synchronization frames dur-
ing the listening time, it chooses a time window that
will not overlap with the already scheduled ones and
starts broadcasting its own synchronization frame.
The neighborhood discovery process described
above, during which data reception is disabled, is
essential since it enables nodes to adapt to network
3 Since an overhearing node is not actually interested for the
data payload integrity, no CRC reception is required. Even if
data is damaged, the transmission will be terminated after frame

length bytes.
changes and to compensate timing errors attributed
to oscillators’ drift. Moreover, it is fully distributed,
meaning that each node runs it at its own, and can
be performed either periodically or reactively
according to the application requirements. In the
former case, the frequency with which a node per-
forms neighbor discovery depends on the node den-
sity in its vicinity. If a node does not have any
neighbor, it performs neighbor discovery more
aggressively than in the case that it has many neigh-
bors. In FP-MAC algorithm a node performs neigh-
bor discovery every 50 cycle periods if it has at least
one neighbor. The latter case on the other hand, can
either be performed after a node assesses that it does
not contain a fully updated neighbor list or can be
part of a reactive routing protocol that runs on
top of the network layer.

Another issue occurs if two-hop distant nodes
have the same period for transmitting the synchro-
nization frame or for simplicity the same schedule.
For example, consider a sensor network of 3 nodes
as the one shown in Fig. 4a, where nodes a and c are
assigned the same schedule (1) while node b (the
intermediate common node) is assigned schedule
(2). When a delivery is performed from node b to
node a it shall also be heard from node c. The
non-intended receiving node c that overhears the
delivery, schedules to transmit a MAC command
frame to node b (in node b’s active window) inform-
ing its neighbor for the colliding schedules (phase I).
Then, node b shall reply to node a with another
MAC command frame that contains the collided
schedule and its neighbor list (phase II). Node a in
turn, after evaluating that information together with
its own neighbor list it chooses a new collide-free
schedule (3) and announces it to their neighbors
(phase III). Apparently, that change will not be
known at node’s a neighbors until the next neighbor
discovery protocol is run by them.

The reliability of the algorithm is based on each
node’s uninterrupted process of transmitting syn-
(3) Data

Fig. 4. Conflict situations: (a) two-hop distant nodes have the
same period for transmitting the synchronization frame and (b) a
collision in synchronization frame is identified.
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chronization frames, since this is the only way for
the nodes to announce their presence at their neigh-
bors and also to obtain a unique time to schedule
their radio on operation. Keeping the correct timing
for broadcasting synchronization frames is the high-
est priority task for each node and guarantees algo-
rithm’s reliable operation. Whatever a node is
doing, it will be interrupted for the accurate on-time
transmission of the synchronization frame.

Although CSMA/CA algorithm is used for every
transmission, there is still probability for collisions
in data as well as in synchronization frames. In
the case of data frames, collisions can easily be iden-
tified and coped with retransmissions. However in
synchronization frames, which are broadcast pack-
ets, it is impossible to detect collisions due to lack
of an acknowledgement mechanism. For example,
consider the case shown in Fig. 4b, where node a

does not succeed in getting a schedule due to a col-
lision of its synchronization frame. Then, the neigh-
boring within-range node b that receives a packet
destined from a (note that node a does not appear
in node’s b neighboring list), informs the latter for
a possible collision by enabling a flag at the
acknowledgement packet of the first data delivery.
In turn, node a re-runs the neighbor discovery pro-
tocol to obtain a non-colliding schedule. Node b on
the other hand, removes node a from its list of
neighbors until fresh synchronization information
is received by this node.

4.3. Performance considerations

The crucial parameter in FP-MAC algorithm is
the determination of an effective minimal amount
of idle listening TL (Fig. 3a). The TL time duration
is the sum of three elements:

T L ¼ tsf þ ta þ tb; ð1Þ

where tsf is the required time to broadcast the syn-
chronization frame, ta is the Tx/Rx turnaround time
and tb is the maximum time required to implement
one back-off. The values of tsf and ta are determin-
istic. Time tsf depends on the transmission rate
(250 kbps for 802.15.4-like networks) and the num-
ber of bytes transmitted within the synchronization
frame. Time ta depends on the transceiver’s PLL
lock and calibration time. Thus, the only parameter
that significantly affects TL and can be adjusted, is
the time required to implement one back-off, tb.
The back-off is performed as follows; time is divided
in slots of 160 ls, i.e. the minimum time for a
802.15.4 receiver to assess clear channel [2]. A node
randomly selects a number of slots with uniform
distribution within the range of [1,Bmax]. The value
of Bmax depends on the possible medium contend-
ers, namely neighbor nodes. It should be small en-
ough to maintain a short TL (otherwise it will lead
to energy waste), while keeping collisions in negligi-
ble levels. The probability Ps that a node will ac-
quire the channel in a single contention period is
therefore a function of Bmax.

Let us assume that n is the number of contending
nodes and that node x selects a slot out of Bmax

available (all Bmax slots are independent, thus they
have the same chance of being selected). Since every
node selects a slot with uniform distribution,
namely 1/Bmax, the probability that a node does
not acquire the 1st slot is equal to (1 � 1/Bmax).
Moreover, for a node to acquire a slot and for that
slot not to be the 1st nor the 2nd, the probability
becomes:

1� 1

Bmax

þ 1

Bmax

� �
¼ 1� 2 � 1

Bmax

: ð2Þ

Evidently, for a node to acquire a slot and for that
slot not to be from the 1st to the ith one, the prob-
ability is:

1� 1

Bmax

þ 1

Bmax

þ � � � þ 1

Bmax

� �
¼ 1� i

Bmax

: ð3Þ

It is known that, a node can gain access to the chan-
nel by reserving the ith slot, if the rest of the n � 1
contenders select a slot greater than i. This probabil-
ity is given by

P i ¼
1

Bmax

1� i
Bmax

� �
� � � 1� i

Bmax

� �

¼ 1

Bmax

1� i
Bmax

� �n�1

; ð4Þ

where 1/Bmax is node’s x probability of selecting the
ith slot and (1 � i/Bmax) the probability of a node
selecting a slot different from the 1st to the ith
one, obtained from Eq. (3). If Eq. (4) is applied
for all independent slots, 1 through Bmax, the prob-
ability Ps becomes as follows:

P s ¼
XBmax

i¼1

P i)
ð2Þ

P s ¼
XBmax

i¼1

1

Bmax

1� i
Bmax

� �n�1

: ð5Þ

Finally, since n is the total number of contenders,
the probability Ps is given by
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P s ¼ n
XBmax

i¼1

1

Bmax

Bmax � i
Bmax

� �n�1

: ð6Þ

Fig. 5a and b depict the effect of Bmax on the
radio on operation and the average MAC delay,
respectively, for different traffic load conditions. A
minimum radio on operation appears in Fig. 5a
showing that Bmax can be tuned in order to provide
improved radio on performance. On the other hand,
the average MAC delay shows a stable behavior
regardless of the Bmax variations. Moreover, most
values of Bmax are close to optimal both for the
radio on and the average MAC delay, rendering
any Bmax value between 10 and 20 a proper choice.
The probability Ps exceeded the 80% for this choice.

5. Performance evaluation

5.1. The simulation model

In order to test the robustness of the FP-MAC
algorithm, we conducted a series of simulation tests.
The simulation environment which resembles a sta-
a b

Sink Node Source Node Com

Fig. 6. A sample (a) one-hop topology, (b) two-hop topology (the two
(grid) topology.
tic wireless sensor network was created using the
OMNeT++ discrete event simulator [29].
OMNeT++ has been enhanced with the functional-
ity of the FP-MAC algorithm. Its wireless channel
model has also been modified to support all the
available 802.15.4 radio states and other 802.15.4-
related PHY characteristics.

Sensor nodes are distributed in an 50 · 50 m2

area under the topologies shown in Fig. 6. Each
node was characterized by a radio transmission
range of 15 m and a radio interference range of
20 m. Two different types of traffic that are typical
of sensor networks are considered in our study; a
peer-to-peer and a sink-type application traffic [30].
The latter case represents traffic driven by data
gathering applications where a sink located either
at the corner or the center of the network, collects
the relayed data for further processing (Fig. 6c).

In the application patterns described above, all
wireless nodes generate sensing data based on an
exponentially distributed inter-arrival time. The
packet rate was varied from 0.25 packets/s to
4 packets/s. With such inter-arrival times, the need
c

munication Links
center sink

corner sink

clusters’ radio range overlap on the sink node) and (c) multi-hop
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for information transfer (sensing data and control
data as well) is satisfied in a typical WSN [25]. Each
data packet has a size of 37 bytes including a pream-
ble of 6 bytes, a header of 11 bytes and data payload
of 20 bytes which are transmitted at 250 kbps.
Finally, each simulation is run for a fixed duration
of 3600 s and each point on the curves to be pre-
sented is an average of multiple runs.

The protocols that have been chosen for compar-
ison were S-MAC [9] and T-MAC [15]. Both proto-
cols were implemented in OMNeT++ and
simulated as they appear in the literature. In these
protocols the sleep schedules are established using
SYNC packets which are exchanged once every
sync_interval. We set the sync_interval equal to
10 s and we varied the duty cycle to be 10% and
15% of a 200 ms period (the duty cycle determines
the length of the sleep interval). For the T-MAC
protocol with the adaptive duty cycle, we used the
same period and an interval TA equal to 2.5% of
the period duration as suggested in [15]. Overhear-
ing avoidance, full-buffer priority and FRTS fea-
tures that aim at addressing the early sleeping
problem and therefore at increasing the algorithm’s
achieved maximum throughput, were not enabled
when T-MAC was simulated, since T-MAC
achieves the 100% throughput limit we set in all test-
ing scenarios. All the nodes are time synchronized
and hence we favored S-MAC and T-MAC by
allowing the listen and sleep periods to be synchro-
nized across the entire network. Finally, FP-MAC
for the one-hop scenario has a 200 ms period, equal
to S-MAC’s and T-MAC’s period. Moreover, the
ND protocol runs every 10 s (i.e. every 50th cycle
period) for an interval equal to two periods dura-
tions. In each simulation set, all three protocols
share the same network parameters and conditions.
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The metrics we consider to evaluate the perfor-
mance of the protocols are

1. Radio-ON time: is the percentage of time that the
node’s receiver is ON. This metrics fairly suites
the 802.15.4-like transceiver characteristics stated
in Section 4.2. It is obvious that, the smaller the
radio-ON time percentage, the higher the node’s
lifetime extension.

2. Average (maximum) MAC delay: is the average
(maximum) end-to-end delay of a packet from
its birth until correct reception at its destination.

3. Probability of collision: accounts for the number
of collided packets to the total transmitted.

All graphical presentations that follow show sim-
ulation results with a constraint of zero lost proba-
bility (no packet drops), meaning that all packets
are successfully delivered to their destinations. If a
protocol starts dropping packets under certain con-
ditions, the corresponding result entry is empty.

5.2. Simulation results

5.2.1. One-hop scenario

The network setup consists of 8 sensor nodes
with overlapping radio ranges, randomly placed
within a 15 m · 15 m area (Fig. 6a). Initially, exten-
sive simulations were realized so as to see how
FP-MAC behaves at very short periods. For that
reason, we varied the period length from 60 ms to
250 ms. In Fig. 7a the vertical axis represents the
percentage of time the radio receiver is on, whereas
the horizontal axis resembles the traffic load varia-
tions. FP-MAC algorithm operates effectively in
all cases and regardless of the traffic variations. Its
radio-on operation never surpasses 7.8% showing
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that the idle listening is highly reduced and that FP-
MAC remains on just for the time necessary the
transmission needs to be completed. Fig. 7b depicts
the average MAC delay with respect to traffic load
variations. We can easily derive that the shorter
the period, the lower the obtained MAC delay fol-
lowing the analysis illustrated in Section 4.1. FP-
MAC algorithm successfully serves the heavy traffic
conditions, keeping the average MAC delay at
lower values than their respective period durations
that were each time selected.

Following on, we conducted comparative simula-
tions over the three protocols. Fig. 8a shows the
energy consumption with respect to traffic load vari-
ations. We can clearly see that regardless the traffic
conditions, FP-MAC algorithm results in very low
radio-on operation, which is significantly lower than
the one of the two other protocols. The descending
percentage of radio on that S-MAC achieves with
respect to the traffic load increase, is attributed to
its overhearing avoidance and message passing
mechanisms. As expected, S-MAC with a 10%
duty-cycle fails to serve traffic conditions higher that
3 packets/s. The results expose one main drawback
that algorithms based on a fixed schedule have; the
inability to adapt to the traffic variations met in a
sensor network. A fixed duty cycle adjusted for high
traffic load results in significant energy waste when
traffic is low, while a duty cycle for low traffic load
results in low message delivery and long queuing
delay. On the other hand, T-MAC for light traffic
conditions remains active for a short percentage of
time, and, as traffic increases, it has to stay on for
a long time. Simulation results highlight that FP-
MAC is the most energy-efficient algorithm, thanks
to its fast-periodic operation and the variable radio-
on operation it implements. Simulation results con-
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Fig. 8. (a) Radio on percentage and (b) average MA
cerning the measured message latency are illustrated
in Fig. 8b. From the figure we derive that S-MAC
due to its fixed sleep/listen schedule, increases the
queuing delay and therefore the average MAC delay
highlighting the trade-off S-MAC falls in when it
comes to heavy traffic load conditions [14]. T-
MAC instead, presents lower levels of latency com-
pared to S-MAC when the traffic load becomes
high. However, FP-MAC shows the lowest latency
levels, which remain stable regardless of traffic.
The interesting performance characteristic of the
FP-MAC algorithm, is that it succeeds in keeping
both metrics low at the same time without the need
of making a tradeoff between them.

We also ran the simulations with higher period
lengths, such as 500 ms and 1000 ms, and we
obtained very similar results. FP-MAC, at these
high period lengths where its fast-periodic operation
advantages are hidden, operates in an equally
energy-efficient way compared to S-MAC’s and T-
MAC’s performance. However, we observed a 7%
and a 16% increase in measured latency respectively.
The slight increase in latency, however, only occurs
under increased period lengths that are best avoided
in our algorithm.

To verify FP-MAC’s robustness to scalability, we
varied the number of nodes located within the same
cluster. In this one-hop testing scenario, each node
generates packets to random destinations at a
2 packets/s poisson rate. FP-MAC outperforms S-
MAC and T-MAC in both metrics depicted in
Fig. 9a and b. It presents an almost 90% improve-
ment in terms of energy consumption and 16% in
delay when compared to T-MAC, while the delay
reduction is more obvious when FP-MAC is com-
pared to S-MAC. The traffic-independent character-
istics that FP-MAC algorithm presents together
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Fig. 9. (a) Radio-ON time and (b) average MAC delay over changeable number of nodes located in the same cluster.
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with its stability, results from its fast-periodic oper-
ation and the fact that the wake-up schedules of the
nodes are spread within the period and are not
synchronized.
5.2.2. Two-hop scenario

The two-hop topology (Fig. 6b) consists of two
clusters of 4 nodes each and a sink node. The two
clusters can only communicate directly with the sink
node, and thus act as hidden terminals for each
other. For the sink-type communication pattern all
wireless nodes generate sensing data at different
rates varying from 0.25 packets/s to 4 packets/s. S-
MAC’s and T-MAC’s period length was chosen
equal to 200 ms, whereas a smaller 60 ms period
that better reflects a fast-periodic operation was
chosen for the FP-MAC algorithm.

Fig. 10a shows that FP-MAC algorithm con-
sumes less energy than S-MAC and T-MAC in
almost all traffic conditions. S-MAC with a 10%
duty cycle achieves slightly better radio-on perfor-
mance. A closer look at Fig. 10b though, shows that
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Fig. 10. (a) Radio on percentage and (b) Average MAC delay
this reduction is traded off with a higher average
MAC delay. T-MAC on the other hand, exhibits
the optimal latency performance especially when
the traffic load is high (above 3 packets/s) showing
that its adaptive behavior positively results in that
direction. However, once again, FP-MAC exhibits
the best overall and un-traded performance since
it succeeds in keeping both metrics low at the same
time. Though it does not use the RTS–CTS hand-
shake mechanism, the simple back-off algorithm
that it implements together with the overhearing
avoidance trick, proves to be sufficient to handle
the hidden terminal problem observed in this testing
scenario.
5.2.3. Multi-hop scenario
The multi-hop topology consists of 15 nodes

placed in a 3 by 5 grid with 15 m distance between
adjacent nodes (Fig. 6c). We have chosen a radio
range so that all non-edge nodes have 4 neighbors.
Though a small numbered multi-hop setting, the
conclusions that we obtain are indicative of the
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algorithms’ performance. In this testing scenario we
also applied a sink-type communication pattern,
where nodes send packets to a single sink at the
corner of the network (corner sink traffic). A ran-
domized shortest path routing scheme was used
where next hop nodes are eligible if they have fewer
hops to the destination. From these next hops, a
random one is chosen. Thus packets flow in the cor-
rect direction, but do not use the same path every
time. S-MAC was tested with and without adaptive
listening and a 10% duty cycle as suggested in [14].
Period lengths were kept the same as in the two-
hop topology.

Fig. 11a shows the obtained radio-on percentage
with respect to traffic load variations. Both S-MAC
variations succeed in keeping the radio-on opera-
tion at low levels. The comparatively increased
radio-on performance (�12% higher) that FP-
MAC algorithm presents, can be interpreted by
the increase in collided packets that are retransmit-
ted (Fig. 11b). The modified exclusion mechanism
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Fig. 12. (a) Average MAC delay and (b) maximum M
introduced in FP-MAC (back-off mechanism plus
the overhearing avoidance trick) behaves similar
to the RTS–CTS handshake procedure resulting in
a 25% and a 11% increase in the number of colli-
sions when compared to S-MAC and T-MAC,
respectively, in addition to avoiding the RTS–CTS
complexity. FP-MAC algorithm’s overall perfor-
mance though is very satisfying if we also consider
its achieved average MAC delay. Fig. 12a shows
that S-MAC at 10% duty cycle without adaptive lis-
tening presents the highest latency and has about
twice the average latency than that of S-MAC with
adaptive listening. However, even with the adaptive
listening mechanism, S-MAC does not reach T-
MAC’s and FP-MAC’s latency performance. Since
the adaptive listening mechanism cannot guarantee
the immediate transmission at each hop, if a node
fails to receive a CTS from the intended receiver
after a RTS transmission, it has to wait for one sleep
cycle which increases the overall end-to-end delay.
On the contrary, the fast periodic operation of
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Fig. 13. (a) Radio on percentage and (b) average MAC delay with respect to traffic load variations (center sink traffic).
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FP-MAC maintains both the average (Fig. 12a) and
the maximum (Fig. 12b) end-to-end delay at the
lowest levels.

The maximum MAC delay, which is a critical
performance parameter to several delay intolerant
sensor network applications, incorporates the effect
of the path length on the latency performance.
Thus, Fig. 12b dictates that FP-MAC is more
robust and mainly less affected by the number of
hops between the source nodes and the sink.

In the center sink traffic scenario shown in Fig. 6c
(the sink is located in the center of the 3 by 5 grid
topology), we also applied a sink-type communica-
tion pattern. The smaller number of hops to the sink
compared to the previous case (corner sink traffic)
lowers the access delay. Moreover, since more
nodes, i.e. 4, are able to deliver packets towards
the sink, this results in both improved energy and
latency performance to all the algorithms under test
(see Fig. 13a and b). The depicted results, however,
clearly indicate that FP-MAC presents the best
overall and un-traded performance.
6. Conclusions

In this paper, a new MAC algorithm, namely FP-
MAC, which is closely coupled to the IEEE 802.15.4
physical layer is presented. FP-MAC enhances
energy conservation and reduces delay in wireless
sensor networks. The algorithm is capable of using
small period values by decreasing the actions that
a node needs to perform at the beginning of every
communication period and by incorporating a vari-
able radio-on operation. Moreover, the introduced
differences in nodes’ scheduling positively acted
upon reducing the delay. As a result, the obtained
benefits from our proposal are the maintenance of
low radio-on time, which translates into low energy
consumption, and low mean delay in a wide range
of network topologies and traffic conditions. This
stable network performance, in terms of the above
metrics, makes feasible the efficient implementation
of FP-MAC algorithm in a wide range of applica-
tions. As it is shown in the results section, depend-
ing on the traffic conditions the MAC protocols
under test trade-off energy and delay, thus requiring
different periods in order to keep both metrics low.
In a real implementation, however, where traffic
varies in time, real-time period adaptation is an
option that is best to be avoided, because it injects
enormous complexity. FP-MAC succeeds in keep-
ing system’s complexity to a minimum level without
requiring a constant reconfiguration of the period,
but simply a wise application-related setup.
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