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Performance Enhancement of EY-NPMA through
Variable Yield

Gerasimos Dimitriadis, Orestis Tsigkas, and Fotini-Niovi Pavlidou

Abstract— Previous studies have shown that significant gains
can be achieved, when the parameters of the EY-NPMA protocol
are updated on the flyy When EY-NPMA adapts dynamically
to the offered load, improved figures both in throughput and
access delay are observed. The estimation of the number of
contending nodes, which is necessary for the calculation of the
optimal parameters of EY-NPMA, also provides room for further
enhancement of the protocol through the linking of the backoff
distribution of the yield phase with the outcome of the elimination
phase. In this work, a mechanism that implements this concept
is proposed, with the analytical model and the simulation results
documenting its positive characteristics.

Index Terms—EY-NPMA, Wireless LANs, Medium Access.

I. INTRODUCTION

Wireless Local Area Networks (WLANSs) have known an
impressive increase in popularity during the past decade.
Unhindered mobility and hassle-free installation are the main
attractive features of this networking solution, characteristics
that have allowed WLANs to occupy a substantial share in
the market. Furthermore, the major drawback of this family of
networks, namely reduced speed, is gradually being alleviated,
since the recent advances in the physical layer are raising the
available bitrate figures and bringing WLANS on par with their
wired counterparts. Indeed, the 2 Mbps of the original 802.11
[14] standard from IEEE have quickly evolved to the 54 Mbps
employed by 802.11a [15], 802.11g [16] and HIPERLAN/2
[10], while even higher speeds are expected in the near future.

Even though the physical layer defines the raw speed of a
wireless LAN, the performance of the service that is provided
to the end user depends heavily on the characteristics of the
MAC sublayer, since it is the medium access mechanism
that arbitrates the sharing of the common medium between
different users. Therefore, in parallel with the efforts in the
physical layer, intense research activity is currently ongoing
in the field of medium access, aiming towards maximizing the
efficiency of the bandwidth sharing process. Depending on the
mechanism that defines how network nodes gain access to the
common resources, medium access protocols may be classified
into two families. In contention based protocols, transmission
attempts take place according to a stochastic procedure, with
no or little coordination between the participants. Well known
protocols that belong to this family are Distributed Coordina-
tion Function (DCF) and Enhanced Distributed Coordination
Function (EDCF) of 802.11 and 802.11e [3] respectively, as
well as EY-NPMA of HIPERLAN [11]. On the other hand,
in protocols belonging to the dynamic assignment family,
transmissions are managed either by a centralised entity or
a common procedure that defines the sequence with which
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network nodes transmit. Consequently, techniques such as
polling and token circulation, as well as all protocols based on
such techniques belong to this family. The Point Coordination
Function (PCF) of 802.11, the medium access mechanisms of
Bluetooth [4] and HIPERLAN/2 are some of the established
medium access protocols belonging to the dynamic assignment
family.

In this paper, a contention based medium access protocol is
proposed, analysed and evaluated. Specifically, a modification
to the EY-NPMA protocol of the HIPERLAN standard is
proposed, which aims at improving the medium utilization
without adding to the complexity of the access mechanism.
The innovation of the proposed mechanism lies in the coupling
of the two contention resolution phases of EY-NPMA. In the
standardized version of EY-NPMA, the elimination and the
yield phase are independent from each other, while in the
proposed one the characteristics of the distribution employed
during the yield phase vary according to the outcome of the
elimination phase. This modification is evaluated using an
analytical model and compared with the corresponding results
from EY-NPMA. Furthermore, simulation results further docu-
ment the positive characteristics of the proposed scheme. The
rest of the paper is structured as follows. In Section II, the
mechanism of EY-NPMA is quickly outlined, together with
some performance enhancing modifications that exist in the
bibliography. Special attention is paid to Adaptive EY-NPMA
[7], since it forms the basis on top of which the proposed
protocol is built. In Section III, Adaptive EY-NPMA with
Variable Yield is presented and analysed. In the next Section,
some performance measures are drawn from the analytical
model, as well as some simulation results are presented.
Finally, Section V concludes this paper.

II. BACKGROUND WORK
A. EY-NPMA

EY-NPMA stands for Elimination Yield Non-Preemptive
Medium Access and is one of the major building blocks of
the HIPERLAN standard for Wireless LANs. EY-NPMA is
a medium access protocol belonging to the contention based
family and depends on multiple stages for contention reso-
lution, achieving this way remarkable performance regarding
collision rates. Furthermore, EY-NPMA possesses a number of
powerful characteristics such as low collision rates, even for a
very large number of contending stations, and QoS support for
heterogeneous traffic. EY-NPMA supports service differenti-
ation via hierarchically independent priorities (i.e. packets of
low priority cannot be served when packets of higher priority
are pending for access) and supports five priority classes;
4 is the lowest priority, while O is the highest. According
to EY-NPMA, network time is divided into access cycles,
each one consisting of four distinct phases — prioritization,
elimination, yield and data transmission. In order to reach the
data transmission phase and hence get access to the common
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medium, a network station must survive all three previous
phases.

All stations that have data to transmit enter the access
cycle, with each one of the first three phases reducing the
number of active stations within the cycle. The design goal
of the cycle architecture is to reduce the number of active
stations to that extent, so that the station that reaches the
fourth and final phase — data transmission — is unique.
The first phase is responsible for keeping into the cycle the
stations with the highest priority packets at the time. By
listening to the common medium for as many slots as the
priority level, hierarchical independence between priorities is
accomplished. The stations that perceive the channel as idle for
the whole listening interval transmit an energy burst for one
slot, essentially signaling stations of lower priority to leave the
access cycle. Those that do survive proceed to the next phase,
elimination.

During this phase, all stations transmit energy bursts of
random length. At the beginning of this phase, each station
picks a random number of slots to burst, which follows a
truncated geometric distribution. This distribution is defined
by two parameters and namely the maximum number of slots
allowed for bursting (m.s) and the probability of bursting for
one more slot (p.). As soon as a station stops bursting, it
immediately checks the common medium. If the medium is
sensed as idle, the checking station had the longest burst and
— possibly among others — proceeds to the next phase of the
access cycle. On the other hand, if the common medium was
sensed as busy, the checking station obviously did not transmit
the longest energy burst and thus is forced to leave the cycle.

The yield phase is the equivalent of a normal backoff phase.
During yield, all stations that survived elimination monitor
the common medium for a random number of slots. If the
channel is sensed as idle for the whole interval, the corre-
sponding station proceeds to the next phase and commences
transmitting its data packet. If the medium is sensed as busy,
the corresponding station leaves the access cycle in order
to avoid packet collisions. Each station picks up a random
number of slots to back off according to a uniform distribution.
This distribution can be defined by a single parameter, the
maximum number of slots allowed for backing off (1m,).

From the above paragraphs, it becomes evident that the
actual contention resolution takes place during the elimination
and yield phases. The elimination is responsible for normaliz-
ing the number of stations that are led to the yield phase;
the characteristics of the truncated geometric distribution
employed during elimination guarantee that the number of
stations that survive this phase is quasi-constant, regardless
of how many stations did enter elimination. Of course, such
a characteristic is necessary, because the distribution that
determines the number of slots that each station backs off
during yield is fixed.

The four phase architecture employed by EY-NPMA leads
to very good results regarding collision rates, as well as
good scalability to larger network populations. EY-NPMA is
compared to other access protocols in [20], [2], [13], while
its performance is evaluated in [1], [12], [21], [6], [18], [S]
[17]. One of the most criticised drawbacks of this scheme
is the increased overhead. The elaborate synchronized access
cycle is prone towards spending a significant amount of the
available network time at the first three phases, reducing this
way the capacity of the system to transfer actual data packets.
One of the solutions employed towards reducing the number

of slots spent during the first three phases is the addition of
memory to the protocol. According to the standardized version
of EY-NPMA, each synchronized access cycle is completely
independent from the subsequent ones. Consequently, all the
interim results of the access cycle are lost and the contention
resolution process starts from scratch. On the other hand, by
adding memory to the system the characteristics of a given
synchronized access cycle (e.g. elimination phase length) may
alter the behavior of the contending stations during subsequent
cycles. This approach is taken in [19] and [8], showing that
the addition of memory to EY-NPMA may lead to substantial
gains. A different approach is taken in the case of Adaptive
EY-NPMA, which is described in the following subsection.

B. Adaptive EY-NPMA

Adaptive EY-NPMA [7] aims at improving the attained
medium utilization, but employs a different mechanism to
achieve this goal. According to the Adaptive EY-NPMA
protocol, the stations comprising the network population are
capable of dynamically reconfiguring the working parameters
of the medium access protocol, in order to adapt to the offered
traffic.

As was shown in the previous subsection, each instance
of the EY-NPMA protocol may be fully described by the
three parameters m.s, m, and p.. These parameters com-
pletely define the two distributions employed during the phases
involved in contention resolution, namely elimination and
yield. According to the analytical model developed in [1] and
[8], the optimal working parameters depend on two charac-
teristics of the offered load: number of contending stations
and payload size. Adaptive EY-NPMA aims at allowing the
network population to operate under the optimal parameters
of EY-NPMA at any given time, by estimating the level of
contention and the payload size. Using these two estimations,
the optimal working parameters are calculated subsequently
via an analytical model.

Out of the two estimates that are needed as input for
the analytical model, the average payload size is easier to
obtain. By monitoring many access cycles, samples of the data
transmission length can be obtained, which in turn make it
trivial to find the average payload size. On the other hand, the
number of contending stations is more difficult to estimate,
since there is no direct information on this measure within the
access cycle. However, it can easily be proven that the length
of the elimination phase is strongly correlated to the level of
contention. By taking samples of the elimination phase length
of many subsequent cycles and feeding this data to a maximum
likelihood estimator, it is possible to approximate satisfactorily
the number of stations entering the synchronized access cycle.

The first step towards deducing the number of contending
nodes is the construction of a vector that records the frequency
with which the different elimination phase lengths occur.
Specifically, the station(s) that undertake this task create and
preserve a vector L, which consists of m.s+ 1 elements L(j),
where 7 represents the length of the elimination phase in slots,
thus j € [0,mes). The maximum number of slots allowed
for bursting is m.s, while m, defines the maximum number
of slots allowed for backing off during yielding and p. the
probability with which a station may burst for one more slot.

Initially, the elements of the vectors L are set to 0. The
contents of the L(j) cell are increased by one for each
occurance of an elimination phase of j slots. By monitoring
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many subsequent access cycles, these vectors will soon mirror
the frequency with which the various elimination phase lengths
occur. By comparing these values with those calculated using
an analytical model, an estimation of the number of contending
nodes may be deduced. According to the analytical model, the
length of the elimination phase depends on the following three
values: number of contending nodes (/V), maximum number
of slots allowed for bursting (m.s) and the probability defining
the truncated geometric distribution (pe).

With the number of contending stations and average payload
size available, the optimal working parameters are calcu-
lated using the analytical model of EY-NPMA. The triplet
(Mes, My, Pe) is subsequently diffused to the whole network
population, essentially reconfiguring their medium access con-
trollers. The above described scheme is presented in detail
in [7], where it is also shown that significant gains may be
achieved when the network population dynamically adapts to
the offered load.

IIT. VARIABLE YIELD FOR ADAPTIVE EY-NPMA

A. Description

Adaptive EY-NPMA with Variable Yield is a medium access
protocol that builds upon the Adaptive EY-NPMA scheme
which has been described in the previous section. The addition
of the Variable Yield mechanism aims at further improving the
already good medium utilization characteristics of Adaptive
EY-NPMA. As was shown in the previous section, Adaptive
EY-NPMA does not alter the structure of the synchronized
access cycle. The mechanisms dictating the behavior at each
phase remain the same with those of the standardized ver-
sion of EY-NPMA. In the case of Adaptive EY-NPMA, the
improvement in medium utilization is caused by adapting the
working parameters (s, My, pe) to the offered load.

Adaptive EY-NPMA with Variable Yield allows the net-
work population to reconfigure the working parameters of the
medium access scheme, but also introduces a modification to
the core EY-NPMA mechanism. Adaptive EY-NPMA with
Variable Yield is based on the fact that the length of the
elimination phase is strongly correlated to the number of
nodes both entering as well as surviving elimination. The
former characteristic is employed by the adaptive EY-NPMA
protocol in order to estimate the number of simultaneously
contending nodes, and thus calculate the optimal working
parameters. On the other hand, the latter property is not
used in either base or adaptive EY-NPMA. If the number of
nodes entering elimination is already estimated — something
which is already achieved in adaptive EY-NPMA — then the
length of the elimination phase can further be used to provide
an indication of the number of nodes surviving elimination
and thus, entering the yield phase. Under the same traffic
conditions, different elimination phase lengths are coupled
with different average numbers of nodes entering yield. This
way the range of the uniform distribution for backoff can be
optimized on a per elimination length basis, improving the
protocol’s performance.

In Fig. 1, the distribution of the number of nodes entering
yield for different elimination phase lengths is provided, using
the analytical model of EY-NPMA provided in [8]. For this
example, a network consisting of 50 nodes is analysed, where
the maximum number of slots allowed for bursting (m.;) is
equal to 4, while the probability of bursting of one more
slot (p.) is set to 0.3. These values were produced after an
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Fig. 1. Distribution of elimination survivors per elimination phase length.

optimization run where 1000 bytes long packets were offered
in priority 1. For this scenario the optimal value of m, was
found equal to 9. In this figure the x axis depicts the number
of nodes surviving elimination, while in the y axis there is the
probability of such an event. In this figure we have omitted
the distribution for the case of a zero length elimination phase,
since this scenario is trivial; in the unlikely event that no nodes
burst, automatically all nodes survive the elimination stage.

TABLE I
PROBABILITY OF DIFFERENT ELIMINATION LENGTHS

Elimination Length | Occurrence Probability
0 ~ 0%
1 0.9%
2 24.6%
3 41.1%
4 33.4%

In table I, the probabilities with which the different elimi-
nation lengths occur are presented. From this table, it can be
seen that in the majority of the cases the elimination phase
lasts 2, 3 or 4 slots. On the other hand, a 1-slot elimination
has a very slight probability of occurring, while a 0-slot
elimination is almost impossible. Combining these results with
those of Fig. 1, we can see that even though the elimination
lengths of 2, 3 and 4 slots have comparable occurrence
probabilities, the distributions of the surviving nodes have
distinct differences. In the case of a 2 slot elimination, the
occurrence probability is non-trivial up to 7 nodes, while for
3 and 4 slot eliminations, this is observed for 4 and 3 nodes
respectively. In the unlikely event of a single slot elimination
phase, the occurrence probabilities are non-trivial up to 19
nodes, with the peak being observed for 11 nodes.

According to the already established medium access
schemes based on EY-NPMA, there exists a global maximum
number of slots allowed for backing off during the yield phase.
By observing the characteristics of the truncated geometric
distribution, an example of which has been presented in Fig.
1, we can safely say that this global maximum m, cannot pos-
sibly be the optimal choice for all outcomes of the elimination
phase, since different elimination phase lengths lead to differ-
ent distributions of the surviving nodes. Of course, in the base
scheme, it would be impossible to differentiate m,, according
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to the elimination length, since the number of nodes entering
the access cycle is not known. In this case the elimination stage
serves to reduce and most importantly normalize the number
of survivors entering the yield phase. On the other hand, in
the adaptive version the combined knowledge of number of
nodes entering the cycle and elimination phase length can be
used to pick a value for m, that maximizes the performance
of the protocol.

Consequently, if the value of m, depends on the outcome
of the elimination phase, an instance of the protocol can
no longer be described by the triplet (m.s,my, pe). Rather,
the scalar m, must be replaced by a vector with mes + 1
elements, symbolised as M,,. In order to enable variable yield
in adaptive EY-NPMA, only minor modifications are needed.
Specifically, instead of finding a global value of m, that
optimizes the overall performance, the optimization procedure
picks the value of M, (i) that maximizes the performance in
case of i-slot ellmmatlon phases, independently of the values
that have been chosen for other elimination lengths. In all other
accounts, the operation of the protocol is identical to that of
adaptive EY-NPMA.. After the optimal parameter set has been
calculated, it is diffused to the network, with all participants
reconfiguring themselves.

B. Analytical Model

In this subsection the analytical model of the proposed
medium access scheme is presented. Moreover, the analyt-
ical model of adaptive EY-NPMA and the desing of the
maximum-likelihood estimator are reviewed. The analytical
model presented aims at providing a closed analytical form
of the attainable medium utilization, given the number of
stations entering the access cycle in the same priority (V)
and the duration of a packet transmission (7}). The medium
utilization is defined as the fraction of network time spent
on successful data transmissions. It is a convenient metric,
because it combines the effect of both overhead and packet
collisions in a single result.

According to [8], the probability that a station bursts for &
slots is given by the following relation:

if 0 <k < mMes

k
1- e)s
PE(k):{pE( ") if k=m

Mes

De
From eq. (1) we can easily calculate the probability that an
individual burst lasts &k or less slots:

k
) 1— k+1
>ret)={) "
Jj=0 ’

Finally, the probability that the elimination phase lasts
exactly k slots may be calculated as:

(1

if 0 <k < mes
if k= meg

2

_ N : _
PED(k) { (1 pe) , ifk=0 (3)

PLE)YN — P(k—1)N, if 0 <k < mes
Having this information at hand, an estimator for adaptive
EY-NPMA is designed in [7] that take as input the vector
L and provides at its output the estimation of the number
of contending nodes N. The decision making criterion is to
minimize the probability of error in mapping each given ob-
servation vector L into a decision. Consequently, the optimum
decision rule states that:

P(n contending nodes|L)is maximum for n = N

“)

where P(n contending nodes|L) is the probability of having n
simultaneously contending nodes, provided that we observed
the vector L. The decision rule is shown that can be expressed
as:

P(L|n contending nodes)is maximum for n = N

&)

Essentially, eq. (5) describes a maximum-likelihood rule and
the estimator that employs it is referred to as a maximum-
likelihood estimator. According to this rule, the estimator
calculates P(L|n contending nodes) for all possible numbers
of contending nodes and decides in favor of the maximum. To
calculate these probabilities, however, it is necessary that we
define the distribution that the vector L follows. L follows
a multinomial distribution and the probability of having a
specific instance of this vector is equal to:

P(L|n contending nodes) =

N,! L(O) L(mes)

T L0merPo Pme

(6)

where py, is the probability of having a & slots long elimination
phase, when there are n simultaneously contending nodes. So:

)

With the availability of the estimation of simultaneously
contending nodes N, as well as the average packet length, it
is easy to calculate the optimal working parameters of EY-
NPMA. In order to calculate the optimal working parameters,
the analytical model described in [8], which calculates the
triplet that leads to the best throughput, is extended, so that it
takes into account the dependence of the number of slots used
during the yield phase on the length of the elimination phase.

Using eq. (1) and (2), we can derive the probability that
the elimination phase lasts k slots and n stations have k-slot
bursts (i.e. n stations survive elimination). It should be noted
here that in the case of an elimination phase of O slots, all NV
stations are not bursting and hence survive this phase.

Pk = Pep(k)|n=n

Pnk’,E(n, k') =
(M) Pe (k) Pk — 1)N=", i 0 < k < me,
(1—p)™ ifn=Nk=0 (8
0, ifn< N,k=0

Summing up P,x_g(n, k) for all possible values of k (i.e.,
[0, mes 1), we can calculate the possibility of having n stations
survive the elimination phase, regardless of its length.

Mes

- Z Pnk,E (n7 k)
k=0

Consider that after an elimination phase that lasted [ slots,
Ny stations out of NV proceed to the next phase — yield. The
probability that a station backs off for k slots is equal to:

1
M, ()11

The probability that a station backs off for at least & slots,
provided that an [-slot elimination took place is equal to:

©))

Py (k1) = (10)

M, (1)
M) +1—k
- D= ST

Consequently, the probablhty that the yield phase lasts k
slots, provided that an [-slot elimination took place is equal
to:

Pl (k1) (11)
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Pyp(k,l,Ny) =
{P{,(k:,l)NY —P(k+1,)N, if 0 <k < My(l) a2
(i)™ if k = M, (1)

Using the above equation the average duration of the yield
phase can be calculated, provided that the elimination phase
lasted [ slots and Ny stations survived towards the yield phase.

My (1)

Z i- Pyp(i,1, Ny)

i=1

Sy (I, Ny) = (13)

The above equation can be used to find the overall (that is,
regardless of the elimination phase length) yield phase length.
In the following equation P,_g(i,1) represents the possibility
of having ¢ stations survive an [-slot elimination.

N mes

Sy = Zzpnk,E(iJ) - Sy (l,14)

i=1 [=0

(14)

If Ny stations survive an [-slot elimination phase, the
probability that n stations are the first to finish their backoff
intervals at the k-th slot is equal to:

Pur_y(n,k, 1, Ny) =
(ffq )Py (B, 1" Py (k + 1,)N = < M, (1)

(77
0,

l)+1) = y()v

Based on the above, the probability that there is no collision
when Ny stations enter yield after an [-slot elimination phase
is equal to:

Pnc(l,Ny) = Z Pop_y(1,i

The overall probability of not having a collision can be
obtained by summing the above equation for all [ and Ny,
weighted with the probability of having such an elimination
phase.

i, 1, Ny) (16)

N mes

Py =YY Pu_g(il)- Pyc(li)

i=1 [=0

a7

Now, all the characteristics of the access cycle are fully
defined. Consequently, the achieved medium utilization may
be calculated:

_ FNC . Tpck

(18)
Tcycle

mu
In the above equation, T, equals to the average duration
of the synchronized access cycle.

C. Design Issues

The calculation of the optimal triplet employing this model
is computationally intensive; thus it is highly impractical or
even infeasible to have a mobile, battery powered device to
execute this optimization process, which in order to have a
beneficial effect must be repeated frequently. In order to avoid
this resource consuming process, we propose the usage of
precomputed EY-NPMA parameters for various instances of
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TABLE 11
ANALYTICAL RESULTS FOR EY-NPMA

Packet Size
250 bytes 500 bytes 1000 bytes
2 3 3
5 5 6 7
2 035 0.476| 04 0.624) 045 0.748
2 2 3 4
gl 10 6 7 8
= 0.25 0.462 0.3 0.611| 0.35 0.738
T+ 2 2 4
20 7 9 9
0.2 0.452 0.2 0.6 0.3 0.727

this optimization problem. According to this scheme, instead
of calculating the optimal triplet from scratch, it is much more
economical in terms of computational and power resources to
find one of the precomputed scenarios that is most similar
to the offered load sampled and then use the corresponding
triplet. This way, the derivation of the EY-NPMA parameters
becomes as easy as searching in a look up table, at the cost of
a certaing degree of suboptimality. However, by precomputing
a sufficient large number of offered load scenarios, the intro-
duced error may be kept to a minimum, being overshadowed
in fact by the error introduced while estimating the number
of simultaneously contending nodes and the average payload
size.

From the above, it becomes evident that the mechanism
proposed may be employed in both distributed and centralized
ways. However, while it is possible to allow each station in the
network to find the optimal EY-NPMA parameters for itself, a
number of issues associated with this approach dictate other-
wise. First of all, a completely distributed approach demands
that all nodes constantly monitor the common medium, an
undertaking which is costly in resources, as for example com-
putational power and battery energy. Also, for the estimation
of the number of contending nodes, the mechanism presented
assumes that all stations employ the same working parameters
at all times. Consequently, in a distributed scenario all stations
must have synchronised clocks and switch parameters at the
same instant. Further, if each network node executes the
above outlined process periodically based on the locally stored
samples, there is a significant probability that diverse results
are computed. Since, networks nodes are randomly added,
switched on and off, it is high probable that the calculation
of the optimal EY-NPMA parameters is executed with each
node having slightly different data. This diversity may lead to
groups of stations in the same wireless LAN operating under
different parameters. Since the method for finding the optimal
working parameters assumes that all network nodes employ the
same set of parameters, this error will not only propagate, but
grow. On the other hand, the centralized approach negates all
the objections provided above. If the estimation of the optimal
working parameters is a task allocated to one and only node
of the wireless LAN, it is possible to choose for this role the
access point to the wired network, which is free of energy
concerns. If an access point is not available, high end devices
may undertake this role, each for small amounts of time, so
that this role does not become too taxing for a single network
station and thus, unfair. Furthermore, if one node estimates
the optimal working parameters and subsequently diffuses
them to the network, there is no possibility that a loss of
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TABLE III
ANALYTICAL RESULTS FOR EY-NPMA WITH VARIABLE YIELD.

Packet Size
250 bytes 500 bytes 1000 bytes
3 3 4
5 [19,3,0, 0] [24,5,1,0] [29,7,3,1,0]
2 0.15 0.503 0.2 0.649 0.25 0.768
2 3 3 4
8 10 [[29,4,0,0] [29,5,1,0] [29,13,4,2,1]
= 0.1 0.496 0.1 0.638 0.15 0.754
I+ 3 4 5
20 |[29,7,1,0] [29, 15,4, 1,0] [29,23,7,3,1,0]
0.1 0.474 0.2 0.623 0.15  0.747

synchronisation occurs. If a fraction of the network nodes miss
the update message transmitted by the node that calculates
the optimal parameters, this error will be short lived, since at
the next update transmission, all network nodes will become
synchronised again. Regarding the bandwidth requirements for
the diffusion of the new parameters, the communications cost
is negligible, since the contents of the broadcasted updates
consist of a few numbers.

IV. PERFORMANCE EVALUATION

In this section, the impact of variable yield is evaluated. The
comparison between EY-NPMA and EY-NPMA with Variable
Yield is based on the corresponding analytical models, as
well as on event-driven stochastic simulation runs that were
conducted using a custom tool programmed by the authors in
C++. In both cases, the channel rate is assumed to be 20 Mbps,
while all stations are assumed to be entering the synchronized
access cycle in priority 1. The slot lengths employed during
elimination and yield are equal to those defined in the HIPER-
LAN standard. In the first set of experiments, each one of the
protocols is optimized for a number of scenarios using the
analytical models, with the achieved medium utilization and
the optimal working parameters being recorded. In the second
set of experiments the operation of a network is simulated.
In the cases of adaptive EY-NPMA and adaptive EY-NPMA
with variable yield, this means that the level of contention is
estimated by monitoring subsequent cycles and is not known
a priori, as is the case with the first set of experiments.

A. Analytical results

The results of this comparison are summarized in tables
II and III, for EY-NPMA and EY-NPMA with Variable Yield
respectively. Each cell in these tables corresponds to a specific
level of contention-payload size combination. In the left hand
of the cell the optimal working parameters for each protocol
are presented, while in the right hand with bold italics the
achieved medium utilization is recorded. The working param-
eters are written in the form (ms,my,p.) for EY-NPMA
and (mes, My, pe) for EY-NPMA with Variable Yield. From a
quick glance it is evident that the modifications introduced by
Variable Yield have a positive effect on the data transferring
capacity of the system. The same collisions probabilities may
be achieved, without however spending as many slots during
elimination and yield as with the standardized EY-NPMA
protocol.

From table II, it can be seen that the optimal maximum slots
allowed for backing off during yield are heavily dependent
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on the elimination phase length. As longer elimination phases
are examined, the stations entering yield are fewer and thus
the vector M, (1) shows a declining trend as [ increases. This
way the distribution used during yield adapts to the expected
number of stations entering it, in contrast to EY-NPMA, where
a good all-around distribution is employed. It should be noted
here that because the optimization runs were conducted using
numerical methods, an absolute maximum for the M, (1) was
chosen. This value was set to 29 and this is the reason why
M, (0) is equal to 29 in many of the examined instances.

B. Simulation results

The simulation results are presented in Fig. 2 and 3. In Fig. 2
the attained throughput for different payload sizes and numbers
of simultaneously contending nodes is depicted, while in Fig.
3 the mean access delay for the same scenarios are provided.

In this set of experiments EY-NPMA, Adaptive EY-NPMA
and Adaptive EY-NPMA with Variable Yield are compared
via simulation runs. In the case of the standardised version
of EY-NPMA, it is assumed that all network stations operate
using the set of parameters presented in the HIPERLAN
standard, namely (12,9,0.5). In the other two cases, the
network stations reconfigure themselves according to the of-
fered load and thus the operating parameters are not known
a priori, but are chosen on the fly. The comparison of the
three examined protocols in terms of throughput, confirms the
initial hypothesis that differentiation of the backoff distribution
per elimination phase length does lead to better usage of the
available raw bandwidth. As can be seen from Fig. 2, adaptive
EY-NPMA with variable yield achieves the best performance,
being followed by adaptive EY-NPMA, while the base EY-
NPMA scheme was the worst performer in the examined
scenarios. More important, this classification holds true for
all combinations of payload lengths and network populations
that were examined. In absolute terms, the proposed protocol
improved throughput, compared to adaptive EY-NPMA, by a
margin that ranges between 0.4 and 0.6 Mbps, a difference that
even though not impressive is substantial. In relative terms, this
improvement ranges between 6% for the shortest packets, to
almost 3% for the longest ones.

Regarding mean access delay, Fig. 3 shows that the variable
yield mechanism has a beneficial effect, reducing the time that
is needed for a packet to get transmitted. For all scenarios
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examined, the adaptive EY-NPMA protocol with variable yield
demonstrated the lowest access delay figures, with the base
EY-NPMA showing the worst ones. Furthermore, the delay
figures of the variable yield mechanism with 250 bytes long
packets are the same with the delay figures of the base scheme
when serving packets of the half size.

Based on the presented figures, it becomes evident that
the optimal operating point of EY-NPMA, as well as of
most distributed medium access schemes, depends on two
characteristics of the offered load; number of simultaneously
contending nodes and payload size. By continuously monitor-
ing the offered load and periodically reconfiguring itself based
on these measurements, adaptive EY-NPMA with variable
yield achieves gains in terms of both throughput and access
delay. The increased throughput of the proposed protocol is
ascribed to its ability to balance two different qualities that are
both desirable - low collision rates and short access cycles. Ar-
bitrarily low collision rates may be achieved at the cost of long
access cycles and vice versa. By intuition, one could justify
longer access cycles in the case of large data payloads, since
packet collisions are particluarly destructive as the payload
size increases. On the other hand, the opposite holds true in
the case of short payloads. In such scenarios, the time needed
for a slot during prioritization, elimination or yielding is a
significant fraction of the time needed for the transmission of
the actual payload. Consequently, it is inefficient to guarantee
low collision rates, when most of the available capacity is
expended as overhead. By introducing a controlled degree
of collisions, the average cycle of adaptive EY-NPMA with
variable yield becomes shorter and the medium utilization
increases.

However, as advances in the physical layer lead to higher
bitrates, the optimal operating point of adaptive EY-NPMA
with variable yield will depend on the channel rate as well.
This is due to the fact that typical values for the duration of
each slot are around 10 us, a value which at high bitrates
becomes a significant fraction of the time needed to transmit
the actual data payload. Because of the wireless environment,
but also for technical reasons, there is a lower limit to the
slot duration. Turnaround times, propagation delay and delay
spread demand that the slot duration for both elimination
and yielding exceeds a certain threshold, while especially for
bursting, rise and fall times of each burst place this threshold
even higher.

Fig. 4 and 5 present the attained throughput for different
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rate 47 Mbps.

payload sizes and numbers of simultaneously contending
nodes, when the channel rate is set to 47 Mbps and 94 Mbps
respectively. As in the case of 20 Mbps channel rate, adaptive
EY-NPMA with variable yield achieves the best performance,
being followed by adaptive EY-NPMA and the base EY-
NPMA scheme. It should be stressed that, as the available
raw bandwidth increases, the proposed scheme exhibits better
performance for both long and short packet lengths. Its in-
creased performance for both scenarios is accounted to the
fact that, adaptive EY-NPMA with variable yield provides
the best balance between the overhead and the collision rate
among the three medium access schemes. For high bitrates, the
time needed for a slot transmission is a significant fraction of
the time needed for the transmission of the actual payload;
therefore the low collision rate of EY-NPMA and adaptive
EY-NPMA comes at the expense of their increased overhead
and, consequently, their reduced efficiency.

For channel rate 47 Mbps and for long packet lengths, the
proposed protocol improved throughput by 0.7 and 2 Mbps
compared to adaptive EY-NPMA and EY-NPMA respectively.
For short packet lengths, the proposed scheme outperformed
adaptive EY-NPMA by 0.5 Mbps and EY-NPMA by 1.6 Mbps.
In the case of 94 Mbps channel rate and long packet legths,
the proposed protcol achieves 1.3 Mbps higher throughput than
adaptive EY-NPMA and 4 Mbps higher throughput than the
base scheme, while for short packet lengths the throughput
of adaptive EY-NPMA with variable yield is 0.6 Mbps higher
than that of adaptive EY-NPMA and 2.5 Mbps higher than the
throughput of the base EY-NPMA scheme.

V. CONCLUSIONS

In this paper, a modification of the recently proposed Adap-
tive EY-NPMA was proposed, described and evaluated. By
employing the strong correlation that exists between the length
of the elimination phase and the number of nodes entering
yield, substantial improvements of the protocol performance
could be drawn. To achieve this, the characteristics of the
uniform distribution used during backoff were not constant,
but varied according to the outcome of the elimination phase.
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