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An aircraft is most at risk for an accident when it’s still on the ground—when taxi-

ing before take-off or after landing. This is because traffic throughput on the

ground is limited by inadequate airport infrastructures and is often incapacitated during

conditions of poor visibility. 

To help address these problems, a new Advanced
Surface Movement Guidance and Control System
(A-SMGCS) provides air traffic controllers with sup-
port tools for ground-movement management.1 Its
key sensors are secondary surveillance radars, which
rely on cooperating aircraft fitted with suitable
transponders, and surface movement radars, which
can detect noncooperative targets. Unfortunately,
radar has limited coverage. Reflections, multipath,
and shadows from buildings, equipment, and other
reflecting objects on the airport surface make it dif-
ficult if not impossible for a single surface move-
ment radar sensor type to reliably cover the whole
aerodrome. (Multipath consists of return signals to
the radar that might combine with different phases to
alter the direct path echo.)

In these cases, a “gap filler” sensor could help.
Fusing information from multiple sensors provides
detailed information about the detected targets and
provides an accurate position reference. The pres-
ence of a second radar increases tracking reliability
(the description of the tracked object’s movement on
the airport surface must be continuous) and intro-
duces some redundancy. However, such a sensor
must be relatively inexpensive—it should cost less
than the main sensor whose gaps it’s filling.

The INTERVUSE project, funded by the European
Commission, aims to address these problems by
developing a cost-effective artificial intelligence sys-
tem based on a network of intelligent digital cam-
eras.2 The system uses image-processing techniques
to detect traffic and correlates and fuses data to gen-
erate a synthetic ground-situation display. 

The INTERVUSE system
The system’s building blocks include new and

existing components as well as external components
(see Figure 1). The commercial-off-the-shelf com-
ponents are the NOVA 9000 system (Park Air Sys-
tems, Norway) and Autoscope Solo cameras
(ISS/DataCollect, Germany). The Autoscope Solo
Wide Area Video Vehicle Detection System is a
sophisticated traffic surveillance system that uses
machine vision technology to produce highly accu-
rate traffic measurements (see the sidebar). 

The video cameras
Each Autoscope Solo camera (see Figure 2) can

detect traffic in multiple locations in its field of view.
Furthermore, each camera incorporates an associ-
ated Machine Vision Processor, resulting in the fol-
lowing benefits:

An innovative system

uses intelligent video

cameras to help

manage airport

ground movement by

filling in blind spots in

existing Advanced

Surface Movement

Guidance and Control

systems. 



• The system doesn’t require high-band-
width video transmission between the
camera and the MVP. 

• The vision processor can have closed-loop
control of camera optics such as illumina-
tion, gain, brightness, and electronic zoom. 

• The system is more easily portable.3

We can define rectangular areas, called
virtual detectors, on the camera image plane,

which correspond to binary output. The air-
craft then indicates its presence by activat-
ing these detectors. Activated detectors
appear in bright green on the system display
(shown in light gray in Figure 3); deactivated
detectors are black. We can configure up to
32 virtual detectors per camera, and we can
define more complex virtual detectors by
combining detector outputs using logical and
mathematical expressions (such as AND,

OR, NOT, time-based considerations, aver-
ages, or sums). The main advantage of vir-
tual detectors is that you need process only
the pixels of the image’s specified areas, thus
reducing the computational requirements.

Once we’ve selected the virtual detectors’
location, the MVP can estimate the back-
ground (that is, the color values of pixels
within the virtual detectors) in the absence
of a vehicle. Virtual detectors then detect a
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Air traffic management has previously used image process-
ing to identify aircraft—for example, one system uses a video
algorithm based on tail-number recognition.1–3 Additionally,
the US Federal Aviation Administration has used infrared cam-
eras for airport security and surveillance.4 However, the Inter-
vuse system is the first to use video cameras to track aircraft,
using methods from urban-traffic monitoring.5–10

In particular, the system uses the Autoscope Solo Wide Area
Video Vehicle Detection System (see www.autoscope.com).11

Autoscope systems help improve urban traffic by providing
highway-speed data for traffic control centers and Internet
information systems. They’re also used to automatically detect
incidents in tunnels and on highways, thus improving local
authorities’ emergency response times. 
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Figure 1. The INTERVUSE system architecture. (ASTERIX is a standard for exchanging radar data.) 



vehicle’s presence by estimating the back-
ground statistics and determining a thresh-
old. The MVP compares the instantaneous
image pixel values; if they’re greater than the
threshold, a vehicle is present. 

The vehicle detection algorithm comprises
three processing levels. In the first level, it
obtains an estimate of the background detec-
tor signature from a Finite Impulse Response
filter, where the current background estimate
is subtracted from the incoming detector data.
The next level uses a selected set of features
obtained from the background suppression
procedure to provide a corresponding set of
instantaneous logic states. These logic states
constitute important conditions for a target’s
presence or absence. However, the final deci-
sion is made in the highest processing level,
where the spatiotemporal state tracker coa-
lesces the time series of logic states into a
high-confidence presence signal.4

The cameras are linked using RS-485
communication. Each camera unit has a
unique IP address and thus can communicate
with the Video Sensor Data Fusion (VSDF)
server. The cameras have better resolution
and night visibility than black-and-white
cameras, and they use enhanced contrast
detection for dark objects. Over time, the
inbuilt pattern recognition software learns
contrast patterns, so it copes well with fog,
snow, and rain, as experience with road traf-
fic has shown.4

The servers
The network of MVP sensors continu-

ously provides information from all available
virtual detectors to the VSDF server using a
polling procedure. VSDF creates a synthetic
representation of the supervised ground
space without requiring active cooperation
of the detected and tracked targets. It outputs

target reports in ASTERIX Category 010 for-
mat (a standard developed by Euro-Control
for the exchange of radar data but extendable
to any kind of surveillance data).

The VSDF application is a Win32 multi-
threaded application, which polls, processes,
and transmits virtual-detector data. The VSDF
server collects data about the state of detec-
tors from all sensors and processes this data
to extract observations (measurements or
plots). Observations contain information
about the targets’ estimated position and size
and the detections’ date and time. The VSDF
server sends these observations to the system’s
tracker for further processing. Specifically,
processing detector data involves three stages:

1. processing layer constraints (deactivat-
ing false alarms generated at configu-
rations containing parallel rows of
detectors),

2. processing intersection constraints
(deactivating detectors that have been
falsely activated in case of taxiway or
runway intersections), and 

3. processing detector sequences in
“chains” and generating observations
(estimated targets). 

Chains are predefined sequences of topo-
logically consecutive detectors. In each
chain, each sequence of activated consecu-
tive detectors produces one observation. The
final output is an observation vector con-
taining the position (in ground coordinates)
and size (in meters) of observations (targets)
corresponding to the specific polling inter-
val. A calibration procedure performed
offline, once for each camera (as a prepro-
cessing step), provides the system with
ground coordinates corresponding to each
detector. 

The calibration procedure is based on the
approached Kevin Bradshaw and his col-
leagues proposed,5 which uses a homogra-
phy (an eight-parameter transformation
matrix) to transform image coordinates to
ground coordinates and vice versa. We
assume that the 3D structure that each cam-
era captures can be modeled as a plane,
which is approximately true for most airports
(the area that each camera covers is limited,
so the plane assumption is a good approxi-
mation for taxis and runways). 

The Surveillance Data Server is an exist-
ing product that we adapted for INTERVUSE.
The SDS receives and processes target
reports from the Approach Surveillance
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Figure 2. Autoscope Solo camera.

Figure 3. A camera’s field of view and detector configuration. The aircraft indicates its
presence by activating detectors, which then appear bright green on the system
display (shown in light gray here).



Radar (ASR), the VSDF server, and other
sensors, if available. It uses time-invariant
discrete Kalman filtering to create and main-
tain target tracks.6 This server also interfaces
with the Aeronautical Fixed Telecommuni-
cations Network (AFTN) to obtain flight
plan data to assist in target identification. 

The data flow from the sensor sources to
the SDS is unidirectional. The SDS performs
track-to-track correlation between video-
based tracks from the VSDF and radar tracks
from the ASR, plus correlation with flight
plan data. (This includes time-based gating
and matching and radar code-callsign corre-
lation—callsign is a unique identifier for
each aircraft.) The SDS merges the correlated
information into an integrated air-ground
traffic situation representation, which it sends
to the clients. In addition, an internal data-
base stores flight plan data from the AFTN
and distributes it to specified clients in a
timely manner.

On the network’s client side, several Con-
troller Working Position display workstations
are attached to the LAN. The CWPs are
existing products that have we adapted with
the necessary human-machine interface to
suit the A-SMGCS application at each of the
two INTERVUSE test sites. The HMI displays
the traffic situation on the ground and in the
air and provides the controller with lists of
aircraft due to arrive or depart (see Figure 4).

Also on the client side is the Test Analysis
Client, which analyzes test results and pro-
vides a statistical analysis of detection prob-
ability. This client runs on its own worksta-
tion connected via LAN to the VSDF.

Support services
Besides the core architecture, system sup-

port services are available through the Tech-
nical Control and Monitoring System
(TECAMS) and the Recording and Playback
System. TECAMS is a tool for technical control
and monitoring of various system compo-
nents. The RPS meets the International Civil
Aviation Organization recommendations7 for
recorded information to be used for accident
or incident investigation.

Implementation
We tested the system at two airports—

Mannheim Airport, Germany, and Thessa-
loniki International Airport, Greece. The two
differ in infrastructure, traffic patterns, and
weather conditions. The project consortium
consisted of the Informatics and Telematics
Institute (Greece), Park Air Systems, Data-

Collect, Deutsche Flugsicherung, and Air-
port Mannheim.

Installation
We installed 10 cameras at Mannheim to

provide full airport coverage—of the park-
ing lot, runway, and taxiways. Nevertheless,
the system’s tracker experienced significant
problems caused by gaps between cameras.
The track should be continuous so that air
traffic controllers know that an object in a
certain position is the same object that
appeared in a different position a few sec-
onds ago. This is especially true when the
controller can’t see the aircraft because it’s
nighttime, because of bad weather or low vis-
ibility, or because his or her view is blocked
owing to the airport layout. Unfortunately,
providing enough cameras for full airport
coverage without any gaps would signifi-
cantly increase the system’s cost. However,
as a gap-filler in an A-SMGCS to cover the
APRON (parking area) and sections of taxi-
way, the system showed great potential.

Furthermore, tests at Mannheim led to
important conclusions regarding camera
installation and the set up of virtual detec-
tors. Specifically, cameras should be
mounted as high as possible and close to the
area to be surveyed to reduce shadowing and
occlusion effects. The camera mount should

be also reinforced to prevent camera move-
ment (due to strong winds, for example),
which can raise false detections to an unac-
ceptable level. Additionally, the horizon
shouldn’t appear in the camera’s field of
view, because cameras are sensitive to sud-
den changes in light conditions. 

We also learned that each virtual detector’s
sensitivity level is proportional to the num-
ber of pixels changing from scan to scan—in
other words, small detectors are more sensi-
tive. However, a compromise was necessary
to reduce unwanted detections to an accept-
able level. Additionally, the cameras’ fields
of view should partially overlap to avoid gaps
between virtual detectors of different cam-
eras and thus to avoid tracking problems. 

On the basis of knowledge gained from
tests at Mannheim, we installed five cameras
to cover only a portion (800 meters) of the
main taxiway at Thessaloniki. We avoided
gaps between cameras and installed them as
high as possible for better detection. Fur-
thermore, tests at Thessaloniki airport
showed that it’s better to use small rather than
large detectors to detect vehicles such as fol-
low-me cars or ambulances. 

However, many small detectors are likely
to be activated by different features of the
same aircraft, providing multiple targets for
the system and creating serious problems for
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Figure 4. A traffic situation display for Germany’s Mannheim Airport.



the tracker. Replacing large detectors with
many small detectors, connected with an OR
gate, addresses this problem. Whenever one
or more of these detectors are activated, the
OR gate indicates a target’s existence. The
result is that the final detector covers the
same area as a large detector but is sensitive
enough to detect small targets. 

Performance
The system’s accuracy and resolution

depend on the virtual detectors’ length and
the cameras’calibration. A good compromise

for the length of virtual detectors is 15 m,
which lets the system discriminate between
targets separated by 15 m or more and pro-
vides a theoretical obtainable accuracy of 7.5
m (the center is considered the target’s posi-
tion). This compares favorably to the perfor-
mance of surface movement radars. 

We conducted numerous tests with both air-
craft and vehicles to evaluate system perfor-
mance. These tests fell into three categories:

1. Static tests checked critical positions
such as stop lines or parking positions.

These tests also examined they sys-
tem’s ability to recognize targets that
remained stationary for a long time.

2. Dynamic surveillance tests dealt with
moving targets, which move with con-
stant velocity from a known point A to
a known point B.

3. Tests using the Test Analysis Client, a
tool developed during the project to
evaluate system performance, required
the simultaneous record of system logs
and video from the camera tested.
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Tests showed that the recommended tar-
get velocity is between 0 and 100 kmh. Also,
some problems were observed when a target
remained stationary for a long time, because
it was assimilated by the background. Tests
at Thessaloniki also produced a false-detec-
tion error of approximately 1.5 percent, and
the missed detection error was approximately
4 percent (these figures are based on results
from the Test Analysis Client).

We held the final review 32 months
after the project began, on 19 Feb-

ruary 2004 at the Thessaloniki airport. We
demonstrated the system to a European Com-
mission review team, who considered the
effort a success and concluded that the sys-
tem shows great potential as a gap filler for
A-SMGCS systems.

Tests proved that the Intervuse technology
can achieve, and in some respects exceed,
most of the performance requirements of a
surface movement radar.7–9 A video detec-
tion system’s strengths are no radiation,
lower cost, provision of video, and a higher
update rate. Weaknesses are limited cover-
age, poor detection in heavy fog, and false
detections due to occlusions or sudden
changes in light conditions.

In the future, the VSDF server could be
redeveloped for Unix, although a prerequi-
site would be to port the Autoscope Software
Development Kit (currently only available
for Windows) to Unix. Furthermore, modi-
fying the Autoscope detection system’s algo-
rithm for airport ground traffic—rather than
road traffic—could significantly improve
system performance (the software is propri-
etary, and the company allowed neither
knowledge nor control of the image-pro-
cessing algorithm). 

Our next step is to install the proposed sys-
tem at a Prague airport within the framework
of the EMMA (European airport Movement
Management by A-SMGCS) FP6 IP project.
We expect the tests will unveil further infor-
mation about the system’s potential.
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