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A Novel Approach to Source Routing for Multi-Hop
Ad Hoc Networks

E. Papapetrou and F.-N. Pavlidou, Senior Member, IEEE

Abstract—The popularity of wireless ad hoc networks has signif-
icantly increased over the past years. As a result, a great scientific
effort has been made to develop and implement efficient routing
protocols, able to cope with the stochastically varying topology of
such networks. In this letter, we will present an efficient routing
protocol that combines source routing, caching of routes, and the
use of sequence numbers to alleviate the routing load and at the
same time increase the successful delivery of data packets.

Index Terms—Ad hoc networks, sequence numbers, source
routing.

I. INTRODUCTION

W IRELESS mobile networks that operate without the need
of a fixed infrastructure are widely known as ad hoc

networks. Due to recent technology advances, their penetration
to markets worldwide has significantly increased over the last
years. Ad hoc networks consist of mobile hosts that move ran-
domly in and out of each others communication range. As a re-
sult, connections between nodes are prone to sudden failures
and the graph of the formatted network varies stochastically.
It is clear that the aforementioned context encumbers routing.
Therefore, the choice of a suitable routing technique is deeply
affected.

Traditional table-driven routing protocols [1] cannot perform
efficiently in such an environment [2]. The reason is that they
waste the limited system resources to discover routes that are
not needed. On the other hand, on-demand routing protocols
[1], [3], [4] have been proposed as an effective solution to the
problem. Their main advantage is that a route discovery is per-
formed only when there is a request for communication between
two network nodes. Thus, the bandwidth needed for the protocol
operation is minimized.

One of the most representative on-demand protocols is the
Dynamic Source Routing (DSR) protocol [3]. It is based on
source routing techniques known from IEEE 802 LAN’s im-
plementation. Routes are discovered only when needed using
a route discovery procedure. This means that either a user re-
quest or a route break down may cause a new route discovery. In
this way, routing packets are minimized since only the topology
changes of interest are considered. Although DSR outperforms
table driven protocols, for high host mobility, frequent link fail-
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ures degrade the network performance and increase the routing
load [2].

Another well-known on-demand protocol is AODV [4].
AODV discovers paths with a procedure similar to this of
DSR but without using source routing. AODV maintains tables
instead of caching routes. To avoid loop formation AODV
makes use of sequence numbers that represent the freshness
of routing information. In this way, AODV manages to deliver
more successfully data packets and at the same time reduce
significantly the routing load involved in a route discovery
phase. On the other hand AODV fails to reduce the number of
route discoveries because it does not make full use of routing
information. As a result the overall overhead increases as
demonstrated in [2] and [5].

Summarizing, it is clear that the advantage of DSR, allowing
it to reduce routing load is the use of extensive routing infor-
mation stored in each node cache. On the other hand AODV
manages to avoid using stale routing information by means of
sequence numbers and therefore increase delivery ratio. In this
paper we will propose a new routing protocol that uses cached
routes combined with sequence numbers to enhance network
performance in terms of both delivery ratio and routing load.

The rest of the paper is structured as follows. In Section II
the proposed protocol is presented in detail. In Section III we
present the results of a simulation study in which the new pro-
tocol is compared to DSR. Finally, useful conclusions are drawn
in Section IV.

II. PROPOSEDALGORITHM

Sequence number Aided Source Routing (SASR)is an on-de-
mand protocol. Like most of the algorithms of this category con-
sists of three mechanisms: 1)route request; 2) route set-up; and
3) route maintenance. Each node maintains a request number

, a sequence number , a table where it stores the last
known request number for each node , a table where
it stores the last known sequence number for each destination

and a cache memory where it stores all known routes.
SASR does not implement source routing in discovering a route
to a specific destination. Instead it uses sequence numbers, as
AODV does, to avoid loop formation and use only fresh routing
information. However the implementation of sequence numbers
must undergo certain changes because SASR uses cached routes
rather than routing tables. The use of cached routes is neces-
sitated by the need to exploit all routing information gathered
during a route discovery. To this effect SASR utilizes source
routing in the setting up of routes as well as in packet for-
warding. In the following, the three basic mechanisms that con-
stitute SASR will be described in detail.
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A. Route Discovery

As mentioned before, SASR is an on-demand protocol. This
means that a node initiates a route discovery only when it is in
need of a route to a destination. Suppose that a node with address

wants to send a data packet to a destination node with address
. In the beginning, node checks its cache for a route to des-

tination. If such a route doesn’t exist nodeincreases counter
and then a route request packet is broadcasted. The route

request packet has the structure where
is the address of the node from which the packet was re-

ceived (initially ), the request number of the source
and the maximum sequence number which is recorded
by the packet during its travel (initially , with

being the sequence number of nodeknown at node ).
Each node receiving the route request packet first checks the
numbers . If then the packet is discarded,
otherwise after updating , node performs a series of ac-
tions: 1) if number then the packet is updated
with the value ; 2) adds in its cache a route entry that con-
tains the data , which represents the reversed route
from which the packet was received; this route entry is used
in setting up the discovered route; and 3) the packet is finally
broadcasted. After a certain number of retransmissions, the re-
quest packet will reach its destination or a node having a “valid
route” to destination. In both cases if the receiving node has
not previously heard the packet, increases its sequence number
and proceeds to route setup phase. The term “valid” will be ex-
plained in the following.

B. Route Setup

The route setup procedure is initiated by the destination node
or a node possessing a “valid” cached route to the destination.
The route set-up procedure involves sending back to the source
of the request, a reply packet containing the discovered route.
Let us denote the address of the replying node by, by
the vector which contains the addresses of the nodes consisting
the -th route to existing in the route cache of nodeand
by the vector of the corresponding sequence numbers.
The reply packet contains both vectors which can be written in
detail

(1)

(2)

where the sequence number of nodeat the time that
route was formed. It is clear that in the case that the
aforementioned vectors are simplified to and . Node

sends to node a reply packet that contains the following
information . When node receives
the packet, adds the discovered route carried in the packet along
with the sequence numbers, to its cache. Furthermore, node
updates the numbers , . Then, increases its
sequence number and adds it along with its address to the
packet. Finally, using the numbers , recalls from its case
the next hop to nodeand transmits the packet. The route entry
corresponding to the path toward nodeis deleted after a period
of seconds rather than immediately. This is done to allow

multiple replies to reach the originator of the request. Time
may be relatively high without affecting the performance of the
network in a negative manner.

C. Replying From Cache

Contrary to DSR not all of nodes having a route to a desti-
nation can reply to a request for this destination. As described,
a route entry contains not only the addresses of the nodes that
must be traversed to reach the destination but also their sequence
numbers at the time the route was created. Suppose that a node

receives a packet originated from node, requesting a route
to node . It searches its cache for a “valid” route to node. A
route to a destination is considered “valid” only if

(3)

where is the sequence number recorder in the packet
header. In this way not only more up-to-date routes are used but
also the formation of loops is precluded. The latter can be proved
by the following rationale. It is clear that

(4)

since the route reply packet that contained in its header the
combined vector has already traverse all the
nodes included in this vector. Let us suppose that (3) is valid and
node replies to the request packet using route . Let us
also suppose that the request packet had already traversed one
of the nodes (loop formation). Then it is clear that
the inequality should be valid, which conflicts
with (3).

D. Packet Forwarding and Route Maintenance

SASR uses source routing in forwarding data packets. This
means that the route to the destination is written on the packet
header. Accordingly the identification of broken links is made
in the same manner as in DSR. That is that if a transmitting host
times out (after retransmitting the packet for a number of times),
it then sends an error packet to the originator of the original
packet. The error packet contains the addresses of the two nodes
constituting the broken link. Upon receiving an error packet, a
host removes from its cache the parts of the routes that contain
the broken link. Furthermore, by using source routing, SASR
is able to take advantage of all optimization procedures pro-
posed for DSR [7]such as salvaging, gratuitous route repair and
promiscuous listening.

III. SIMULATION RESULTS

To evaluate the performance of SASR and DSR, we devel-
oped the code in C++ programming language. At the link layer
we simulated the distributed coordination function (DCF) of the
IEEE 802.11 Wireless LAN standard [6]. For DSR all the op-
timization functions described in [7], were implemented. We
simulated a scenario in which 50 nodes move randomly in an
area of 1000 1000 m . The nominal communication range of
each host was considered equal to 250 m. The total time for
each simulation was 900 s. A total of 40 connections each one
emerging from a different host, was used. The packet generation
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Fig. 1. Packet delivery ratio for various speeds.

Fig. 2. Normalized routing load for various speeds.

rate of each host was set to 1 packet/s and the packets where gen-
erated using the well-known Poisson distribution. The channel
capacity was set to 2 Mb/s, while the packet size is 512 bytes.
The time that a packet is allowed to wait for a route in a buffer
was set to 500 m. The timeout for repeating a route request was
set to 1 s and for a nonpropagating search to 30 m. The size of
packet’s header is determined as follows: 4 bytes for each node
address and 4 bytes for every other information carried, such as
request or sequence numbers. The hosts move according to the
Random Waypoint algorithm [2]. The speed of each node is uni-
formly chosen in the range of 0 to m/s and different values
of (0,5,10,15 and 20 m/s), were tested. In Fig. 1, the packet
delivery ratio (i.e., the ratio of packets successfully delivered to
packets generated) for different speeds is depicted. It is clear
that SASR outperforms DSR over the whole mobility range.
Moreover, the performance of SASR degrades slower than this
of DSR, which indicates its durability in quickly varying envi-
ronments. Fig. 2 depicts the normalized routing load (i.e., the
number of routing packets per data packet successfully deliv-
ered) is illustrated. Again SASR performs better than DSR for
all speeds. In fact, SASR scales better than DSR, which is a
very useful property for a routing protocol. The performance
of SASR is owned to the fact that it uses more fresh routing

Fig. 3. Average delay for various speeds.

information. Finally, in Fig. 3, the average delay encountered
by each data packet is illustrated. SASR presents higher de-
lays as a result of two reasons. The first is the longer queues
formed in the network as a result of the greater delivery ratio.
The second one relates to the fact that in the case of DSR the
calculation of average delay is biased in favor of packets that
travel a small number of hops and therefore encounter smaller
delays. This happens because for packets traveling more hops,
there is a greater probability to be dropped.

IV. CONCLUSION

In this letter, a novel routing algorithm, suitable for multihop
ad hoc networks has been presented and evaluated. The new al-
gorithm combines source routing with the use of route caching
and sequence numbers to lessen the routing load and at the same
time achieve greater delivery ratio. The evaluation of the algo-
rithm proved that SASR presents a performance superior to that
of DSR in terms of both delivery ratio and routing load. More-
over the new algorithm does not use source routing in the route
discovery phase, avoiding in this way the waste of useful net-
work resources.
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