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Abstract—The popularity of wireless ad hoc networks has signif- ures degrade the network performance and increase the routing
icantly increased over the past years. As a result, a great scientific |oad [2].
effort has been made to _develop and |m_plement e_ﬁ|C|ent routing  Another well-known on-demand protocol is AODV [4].
protocols, able to cope with the stochastically varying topology of - - L .
such networks. In this letter, we will present an efficient routing AODV d'S‘?O"erS p_aths with a pr_ocedure S'm'lar t_o this of
protocol that combines source routing, caching of routes, and the DSR but without using source routing. AODV maintains tables

use of sequence numbers to alleviate the routing load and at the instead of caching routes. To avoid loop formation AODV

same time increase the successful delivery of data packets. makes use of sequence numbers that represent the freshness
Index Terms—Ad hoc networks, sequence numbers, source Of routing information. In this way, AODV manages to deliver
routing. more successfully data packets and at the same time reduce

significantly the routing load involved in a route discovery
phase. On the other hand AODV fails to reduce the number of
route discoveries because it does not make full use of routing
IRELESS mobile networks that operate without the neddformation. As a result the overall overhead increases as
of a fixed infrastructure are widely known as ad hodemonstrated in [2] and [5].
networks. Due to recent technology advances, their penetratiolssummarizing, it is clear that the advantage of DSR, allowing
to markets worldwide has significantly increased over the lastto reduce routing load is the use of extensive routing infor-
years. Ad hoc networks consist of mobile hosts that move ramation stored in each node cache. On the other hand AODV
domly in and out of each others communication range. As a li@anages to avoid using stale routing information by means of
sult, connections between nodes are prone to sudden failuseguence numbers and therefore increase delivery ratio. In this
and the graph of the formatted network varies stochasticalfyaper we will propose a new routing protocol that uses cached
It is clear that the aforementioned context encumbers routingutes combined with sequence numbers to enhance network
Therefore, the choice of a suitable routing technique is deeglgrformance in terms of both delivery ratio and routing load.
affected. The rest of the paper is structured as follows. In Section Il
Traditional table-driven routing protocols [1] cannot perfornthe proposed protocol is presented in detail. In Section Il we
efficiently in such an environment [2]. The reason is that thgyresent the results of a simulation study in which the new pro-
waste the limited system resources to discover routes that &yeol is compared to DSR. Finally, useful conclusions are drawn
not needed. On the other hand, on-demand routing protocpisSection IV.
[1], [3], [4] have been proposed as an effective solution to the
problem. Their main advantage is that a route discovery is per- 1. PROPOSEDALGORITHM

formed only when there is a request for communication betweer}Sequence number Aided Source Routing (SASR) on-de-

two ”e_‘W"T" ”O_d?sr Thus, the bandwidth needed for the pmto%?and protocol. Like most of the algorithms of this category con-
operation is minimized.

One of the most representative on-demand protocols is %sts of three mechanisms: fb)ute request2) route set-upand

e ) N
Dynamic Source Routing (DSR) protocol [3]. It is based o route maintenanceEach nodé maintains a request number
source routing techniques known from IEEE 802 LAN’s im;

Elrm), a sequence numbésn; ), a table where it stores the last
plementation. Routes are discovered only when needed Lshown request number for each noflérn;[;]), a table where -
t Stores the last known sequence number for each destination

a route discovery procedure. This means that either a user're- . .
fﬁni[g]) and a cache memory where it stores all known routes.
SASR does not implement source routing in discovering a route

guest or aroute break down may cause a new route discover
W a specific destination. Instead it uses sequence numbers, as

this way, routing packets are minimized since only the topolo
"Spv does, to avoid loop formation and use only fresh routing

table driven protocols, for high host mobility, frequent link fai information. However the implementation of sequence numbers

must undergo certain changes because SASR uses cached routes
rather than routing tables. The use of cached routes is neces-
Manuscript received February 26, 2003. The associate editorcoordinatingﬁ“\@ted by the ne_ed to epr0|t a_” routing mformat!qn gathered
review of this letter and approving it for publication was Prof. P. Demestichagluring a route discovery. To this effect SASR utilizes source
The authors are with the Telecommunications Division, Department of E'eFouting in the setting up of routes as well as in packet for-
trical and Computer Engineering, Aristotle University of Thessaloniki, 54124 di In the followi he th basi hani h
Thessaloniki, Greece (e-mail: epap@eng.auth.gr). warding. In the following, the three basic mechanisms that con-

Digital Object Identifier 10.1109/LCOMM.2003.817305 stitute SASR will be described in detail.
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A. Route Discovery multiple replies to reach the originator of the request. Timg

As mentioned before, SASR is an on-demand protocol. THRay be relatively high without affecting the performance of the

means that a node initiates a route discovery only when it is RtWOrk in a negative manner.
need of aroute to a destination. Suppose that a node with addr S?{
s wants to send a data packet to a destination node with addréss
d. In the beginning, node checks its cache for a route to des- Contrary to DSR not all of nodes having a route to a desti-
tination. If such a route doesn’t exist nodéncreases counter nation can reply to a request for this destination. As described,
rn, and then a route request packet is broadcasted. The rcut@ute entry contains not only the addresses of the nodes that
request packet has the structdsepn, rn., snmay,, d) where Mmustbe traversed to reach the destination but also their sequence
pn is the address of the node from which the packet was reumbers at the time the route was created. Suppose that a node
ceived (initiallypn = s), rn, the request number of the source’ receives a packet originated from noderequesting a route
andsn .y, the maximum sequence number which is recorddd noded. It searches its cache for a “valid” route to nafleA

by the packet during its travel (initiallyn,,.., = sn.[d], with ~route to a destination is considered “valid” only if

sns[d] being the sequence number of netenown at nodes).

Each node receiving the route request packet first checks the snp[d] > $hmax, 3)
numbers(s, rns). If rns < rn;[s] then the packet is discarded

eplying From Cache

otherwise after undati [s], nodei performs a series of ac_’vvheresnmam is the sequence number recorder in the packet
paating|s), ' P header. In this way not only more up-to-date routes are used but

tions: 1) if numberm.zi [4] > s1max, then the packet is updated, - " ¢ mation of loops is precluded. The latter can be proved
with the valuesn;[d]; 2) adds in its cache a route entry that cony . . ;
y the following rationale. It is clear that

tains the datdpn, s, rns), which represents the reversed route
from which the packet was received; this route entry is used sni [d] > sn.[d], Vi € (@) 4

in setting up the discovered route; and 3) the packet is finally

broadcasted. After a certain number of retransmissions, the gghce the route reply packet that contained in its header the
quest packet will reach its destination or a node having a “validmbined vectof(z, ; 1), (sn. ;) has already traverse all the
route” to destination. In both cases if the receiving node hasdes included in this vector. Let us suppose that (3) is valid and
not previously heard the packet, increases its sequence nuntgfer replies to the request packet using rogite ; 4). Let us

and proceeds to route setup phase. The term “valid” will be extso suppose that the request packet had already traversed one

plained in the following. of the nodes, € (z, ; 4) (loop formation). Then it is clear that
the inequalitysn.ax, > sn.[d] should be valid, which conflicts
B. Route Setup with (3).

The route setup procedure is initiated by the destination node
or a node possessing a “valid” cached route to the destinatiori.
The route set-up procedure involves sending back to the sourc®ASR uses source routing in forwarding data packets. This
of the request, a reply packet containing the discovered routgans that the route to the destination is written on the packet
Let us denote the address of the replying node dyy (=, ; 4) header. Accordingly the identification of broken links is made
the vector which contains the addresses of the nodes consistfhifie same manner as in DSR. That is that if a transmitting host
the j-th route tod existing in the route cache of nodeand times out (after retransmitting the packet for a number of times),
by (sn, ;.4) the vector of the corresponding sequence numbeiisthen sends an error packet to the originator of the original
The reply packet contains both vectors which can be written p@cket. The error packet contains the addresses of the two nodes
detail constituting the broken link. Upon receiving an error packet, a

host removes from its cache the parts of the routes that contain
Vik—1,d) (1) the broken link. Furthermore, by using source routing, SASR
is able to take advantage of all optimization procedures pro-
posed for DSR [7]such as salvaging, gratuitous route repair and
promiscuous listening.

Packet Forwarding and Route Maintenance

(81 j.a) =(sn00, 810 [i1], . .. 800 [ik—1], 5100 [d])  (2)

wheresn, [i] the sequence number of nodat the time that
route j was formed. It is clear that in the case that d the
aforementioned vectors are simplified (@) and(sn;). Node
r sends to noden a reply packet that contains the following To evaluate the performance of SASR and DSR, we devel-
information(s, rng, (<, j 4), (sn. ;a4)). When noden receives oped the code in C++ programming language. At the link layer
the packet, adds the discovered route carried in the packet al@rggsimulated the distributed coordination function (DCF) of the
with the sequence numbers, to its cache. Furthermore, modelEEE 802.11 Wireless LAN standard [6]. For DSR all the op-
updates the numbess.,,,,[i], Vi € (2, ;.4). Then, increases its timization functions described in [7], were implemented. We
sequence number,,,, and adds it along with its address to thesimulated a scenario in which 50 nodes move randomly in an
packet. Finally, using the numbefrs 7n.,), recalls from its case area of 1000« 1000 n¥. The nominal communication range of
the next hop to node and transmits the packet. The route entrgach host was considered equal to 250 m. The total time for
corresponding to the path toward node deleted after a period each simulation was 900 s. A total of 40 connections each one
of t.xp, Seconds rather than immediately. This is done to alloemerging from a different host, was used. The packet generation

IIl. SIMULATION RESULTS
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information. Finally, in Fig. 3, the average delay encountered
by each data packet is illustrated. SASR presents higher de-
lays as a result of two reasons. The first is the longer queues
formed in the network as a result of the greater delivery ratio.
The second one relates to the fact that in the case of DSR the
calculation of average delay is biased in favor of packets that
travel a small number of hops and therefore encounter smaller
delays. This happens because for packets traveling more hops,
there is a greater probability to be dropped.

IV. CONCLUSION

In this letter, a novel routing algorithm, suitable for multihop
ad hoc networks has been presented and evaluated. The new al-
gorithm combines source routing with the use of route caching
and sequence numbers to lessen the routing load and at the same
time achieve greater delivery ratio. The evaluation of the algo-
rithm proved that SASR presents a performance superior to that

rate of each host was set to 1 packet/s and the packets where g¢RSR in terms of both delivery ratio and routing load. More-
erated using the well-known Poisson distribution. The chanr@ter the new algorithm does not use source routing in the route
capacity was set to 2 Mb/s, while the packet size is 512 bytgkscovery phase, avoiding in this way the waste of useful net-
The time that a packet is allowed to wait for a route in a buffavork resources.

was set to 500 m. The timeout for repeating a route request was
setto 1 s and for a nonpropagating search to 30 m. The size of
packet’'s header is determined as follows: 4 bytes for each nod(ﬁ]
address and 4 bytes for every other information carried, such as
request or sequence numbers. The hosts move according to the
Random Waypoint algorithm [2]. The speed of each node is uni—[z]
formly chosen in the range of 0 tg,., m/s and different values
of vmax (0,5,10,15 and 20 m/s), were tested. In Fig. 1, the packe
delivery ratio (i.e., the ratio of packets successfully delivered to
packets generated) for different speeds is depicted. It is clear
that SASR outperforms DSR over the whole mobility range. [4l
Moreover, the performance of SASR degrades slower than this
of DSR, which indicates its durability in quickly varying envi- [5]
ronments. Fig. 2 depicts the normalized routing load (i.e., the
number of routing packets per data packet successfully delivT6
ered) is illustrated. Again SASR performs better than DSR for
all speeds. In fact, SASR scales better than DSR, which is d]
very useful property for a routing protocol. The performance
of SASR is owned to the fact that it uses more fresh routing

3]
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