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Abstract—Power-line communications (PLC) is a field that
has raised a lot of research in the past years. In this paper, we
introduce array codes into the PLC environment and we study
the channel’s performance. In particular, generalized array codes
(GAC), as well as row and column array codes (RAC) are applied.
We examine their performance by obtaining three different code
rates from each category. Therefore, the (8, 4, 4), (12, 7, 4) and
(16, 11, 4) GAC codes as well as the (9, 4, 4), (12, 6, 4), and (15, 8,
4) RAC codes are used, meaning that we obtain code rates of (1/2),
(7/12), (11/16), and (4/9), (6/12), (8/15) respectively. In addition,
for reasons of completeness, convolutional codes are also being ap-
plied under the same channel conditions. Moreover, we suggest a
hybrid coding technique, which combines the (8, 4, 4) GAC and the
(15, 8, 4) RAC code in order to meet the requirements of the PL.C
time-varying channel and improve its performance. Concerning
the system’s design, we take into consideration Zimmermann’s
model for the PLC channel. We apply Middleton’s model for
the channel’s background and impulsive noise, while we also
introduce a novel way of estimating the system’s impulsive noise.
Finally, the well-known transmission technique of orthogonal fre-
quency-division multiplexing is used. The channel’s performance
is evaluated in terms of the bit-error rate for different E;, /N,
values via computer simulations.

Index Terms—Generalized array codes (GACs), impulsive
noise, power-line communications (PLC), row column codes (RAC
codes).

I. INTRODUCTION

HE increasing demand for data and voice transmission
T over the past years, has led to a “spectrum drought,” im-
plying that alternative ways of communication are fundamental.
Power-line communications (PLC) constitutes an innovative
manner of information exchange. They imply transmission
of the telecommunication signal through the public power
network, which makes this new technology appealing since
the existing infrastructure is utilized and there is no need for
new wires. On the other hand, there are several drawbacks
concerning this technology, which need to be overcome for
better system performance. One main drawback is that the
network was not originally designed for high-frequency sig-
nals; therefore, it introduces great variance to different signal
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components. Furthermore, due to the changing load on the
power network, impulsive noise is added to the communication
signal, which makes it even harder for the data to be recovered
at the receiver.

In order to simulate a PLC system, it is essential that the
channel characteristics are modelled. In the literature, there
are several channel models available. One of the first channel
models was introduced by Hensen and Schulz, which was a
simple model implying that the attenuation increased with
frequency [1]. “Philipps” model was introduced next, and took
into consideration the multipath effect of the transmission
through the power lines’ network [2]. This model is applied
in the time domain, since it entails each path’s delay in time.
A frequency-domain channel model was introduced by Zim-
mermann and Dostert, [3]. This model not only estimates the
delay that each path encloses, but also the attenuation that it
undergoes due to the wire’s length. Therefore, it is considered
to be a more in-depth channel model. Moreover, Banwell and
Galli proposed a channel model based on the multiconductor
transmission-line theory, where, the power line can be repre-
sented by an equivalent circuit [4], [5]. Finally, there are several
channel models introduced by various researchers which are
based on measurements [6]-[8]. In this paper, Zimmermann’s
model is used, because it is easy to apply. It takes many pa-
rameters into account and is used a lot in the literature as a
reference channel model.

It should be also mentioned that the telecommunication
signal suffers deterioration due to the noise added by the
channel. The noise can be divided into two categories: 1) back-
ground noise and 2) impulsive noise. Similar to the occasion of
channel models, there are several noise models available in the
literature for background and impulsive noise. The majority of
these models are based on measurements. Some examples of
such models can be found in [9]-[15]. One popular noise model
used by a lot of researchers in the literature is Middleton’s
model [16], which we also take into account in our study.
According to this model, the total noise consists of two parts,
describing the background and impulsive noise, respectively.
However, according to [15], it does not describe impulsive
noise in the most accurate way. Therefore, we introduce a new
way of estimating the impulsive noise by exploiting the noise
bursts’ properties. According to these properties, noise bursts
are Poisson distributed with an impulse arrival rate of

0< A< 51003 (1)

0885-8977/$25.00 © 2009 IEEE



586

whereas their duration takes no longer than 0.1 ms [9]. Keeping
these properties in mind, the impulse noise’s effect on our data
can be easily derived, as explained further in the next section.

In order for a complete PLC system to be simulated, coding
and modulation techniques should be implemented. In this
paper, we introduce array codes and specifically generalized
array codes (GACs) and row and column array codes (RACs) as
the system’s coding scheme. These codes are mainly examined
by Soyjaudah, [17]-[19] and Feng [20], [21]. However, never
before have they been used in a PLC environment. Thus, it is
practical to study their effectiveness in a PLC channel.

The rest of this paper is arranged as follows. Section II de-
scribes the PLC channel model as well as the applied noise
models. In Section III, RAC and GAC codes are described, the
coding and decoding techniques taken into consideration for the
system’s design. In Section IV, the system’s performance for the
various coding schemes is displayed in terms of BER versus dif-
ferent Ey,/Ng values. In Section V, a hybrid coding technique
for the time-varying channel is proposed. Finally, the conclu-
sions are drawn in Section VL.

II. CHANNEL AND NOISE MODELS

A. PLC Channel Model

As was mentioned before in this paper, we take Zimmer-
mann’s channel model [3] into consideration; since it is easily
applicable, it takes useful parameters into account and it is used
by many investigators. It is a frequency channel model and it in-
volves the attenuation introduced to the communications signal
by cable losses as well as the multipath effect. According to
the latter phenomenon, the signal reaching the receiver consists
of several components, which have travelled through different
paths. Only the N dominant paths are used in the model. The
signal components undergo a different amount of delay since
the route they follow is not the same. Furthermore, a weighting
factor g (less than or equal to 1) is used for each path, demon-
strating the reflections that occur along with it. The model’s fre-
quency response is given by the following equation:

i g—(ao+a1-fk>-di LA difvy)
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=1 weighting factor attenuation portion delayportion
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The factor d;/ u,, stands for the time delay 7; of each path,
where 7; is

:M:i 3)
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where d; is the length of the path, ¢, is the dielectric constant
of the insulating material, and ¢y is the speed of light.

The attenuation portion in the equation stands for the signal’s
deterioration due to cable losses, whereas the parameters o, o1
and k are based on cable parameters, depending on geometric
dimensions and material properties. Both the attenuation and
delay portion depend on the frequency f.

The values of the parameters shown in (1), in addition to the
number of the dominant paths used for the calculations of the
channel model, can be found in [3].
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B. Noise Models

In a power-line channel, noise can be divided into two
categories: 1) background and 2) impulsive noise. Background
noise experiences small deviations with time, whereas im-
pulsive noise is characterized by rapidly modified amplitude,
which is mainly caused by the varying amount of appliances
switched on the power network.

Due to its unpredictable nature, noise is harder to model. Ba-
sically, noise models are derived by measurements. In the liter-
ature, frequency- [9]-[12] and time-domain [13], [14] models
can be found, according to the method used for their develop-
ment, which refers to background as well as impulsive noise.

It should be mentioned here that a noise model used a lot in
the literature [22], [23] for PLC channels is Middleton’s class
A model [16]. It consists of background and impulsive noise,
and it is used to represent the noise on power-line channels.
According to the model, the probability density function of the
noise amplitude v is given by the subsequent equation

Ry L —v?
M= (ﬁ) @

k=0 k

(k/A)+T
1+T
P = 0% + o7, total noise power

o2="P-.

o2 — Gaussian noise power
o? — Impulsive noise power
T =og/of

A — Impulsive index.

It can be clearly assumed that the impulsive noise follows
Poisson distribution. According to [16], a noise sample can be
given by the equation

n=zg+VKn-y (5)

where
xg — is the white Gaussian background noise sequence
with zero mean and variance o;
y — is the white Gaussian sequence with zero mean and
variance o2 /A;
K,, — is the Poisson distributed sequence whose pdf is
characterized by the impulsive index A.

Its concept is that impulsive noise contributes to the overall
noise sample according to a Poisson-distributed random se-
quence. In our investigation, Middleton’s class A noise model
is being used to model PLC channel noise, with parameters
A =0.1 and I" = 0.1, implying that the impulsive noise is ten
times stronger than the background noise.

However, according to [15], Middleton’s class A model may
not be the most suitable candidate to describe impulsive noise
in the PLC environment since it is originally designed for man-
made interference. Therefore, we introduce a new way of mod-
eling the impulsive noise in the power network, by taking the
noise bursts’ properties into account, and compare the results
with those obtained when Middleton’s model is applied in the
system.
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TABLE I
PARAMETERS OF IMPULSIVE NOISE MODEL

Minimum value | Maximum value | Mean value
Interarrival time 0 sec 0.005 sec 0.0025 sec
Impulse noise duration
0.1 ms
TABLE II

VALUES FOR IMPULSE NOISE DURATION

Interarrival time Impulse noise duration

Minimum value | Maximum value | Mean value
0 sec 0.005 sec 0.0025 sec 0.01 ms
1 ms
TABLE III
VALUES FOR INTERARRIVAL TIME

Interarrival Time Impulse noise
Minimum Maximum Mean Duration
Value Value Value
0 sec 0.001 sec 0.0005 sec 0.1 ms
0 sec 0.01 sec 0.005

Our concept is based on the fact that impulsive noise can be
expressed in terms of bursts that damage our data when they
occur. As aresult, if no burst appears at a particular moment, our
data carriers will not be influenced by this kind of noise. Since
we apply orthogonal frequency-division multiplexing (OFDM)
transmission, our data are transferred in terms of blocks, each
block representing an OFDM symbol. Therefore, all we need to
estimate is which blocks are influenced, and at what extent by
the impulse bursts. This is directly related to the noise bursts’
properties, such as their interarrival rate and the distribution they
follow. According to [4], noise bursts last no longer than 0.1
ms and they are characterized by a Poisson distribution with an
impulse arrival rate of 0 < A < (5% 1073).

Statistics and probability theory indicate that since the noise
bursts are Poisson distributed, the interval between them is de-
scribed by an exponential distribution. Keeping these proper-
ties in mind, we created a computer program which produces
Poisson-distributed impulse bursts and subsequently estimates
the effect they have on the OFDM symbols that are transferred
under the existence of noise bursts.

Similar to the case of Middleton’s class A model, we consider
impulsive noise to be ten times more powerful than background
noise, which is evaluated the same way as was done previously.
As aresult, by following these logical steps, we created a simple
and practical model adding impulsive noise to our system. The
parameters used are illustrated in Table I.

The interarrival time is produced randomly by the computer
program. For reasons of completeness, we also check how these
parameters affect the system’s performance. Therefore, we alter
their values and compare the results in terms of the bit-error rate
(BER) obtained. At first, the interarrival time is kept stable while
different values are assigned to the impulse noise duration in
order to test its effect on the system’s performance. On the other
hand, we examine the influence on the resulting BER by the
bursts’ rate, by altering the interarrival time, while the impulse

noise duration has a stable value. Tables II and III illustrate the
aforementioned information.

III. ENCODING AND DECODING TECHNIQUES

In this study, we implement GACs and RACs for coding and
decoding techniques, since, to the best of our knowledge, never
before have they been introduced to a PLC environment. In gen-
eral, array codes have a simple structure of two or more dimen-
sions and are built from component codes [17]. Although RAC
and GAC codes have many similar features, they also have vital
differences, which are pointed out in this section.

A. Encoding Procedure of RAC Codes

These codes can be rectangular or square in shape. The in-
formation bits are organized in such a way so as to form an
array of ky rows and ke columns. Subsequently, an array of n;
rows and ny columns is derived by performing the single parity
check operation on rows and columns, with n; = k; + 1 and
ny = ko + 1. The resulting code is an (n, k, 4) RAC code with
n = mny * na, k = k1 x ko, whereas it has the capacity of cor-
recting up to four errors [17].

Since the codes used in our simulations are the (9, 4, 4), the
(12, 6, 4), and the (15, 8, 4) RAC codes, we present their struc-
tures in terms of matrices C1,, Cs, and Cs, given by (6)—(8),
respectively

1 T2 D1
Ci=|z3 x4 p2
P33 P4 Ps

(6)

where x;,i = 1,...4 are the information bits and p;,j = 1,...5
are the parity bits

p1 =21 Dx2, p2=2T3DTs

P3=1T1DT3, ps=1T2D7T
and p5 = p1 @ pa.

With this type of coding scheme, it is easily figured out that
we obtain a code rate of r; = k/n = 4/9, since we obtain nine
coded bits for every four data bits

r1 T2 T3 P1
Co= |24 x5 w6 P2
P3 P4 P5 DPe

@)

where z;,% = 1,...6 are the information bits and p;,j =
1,...6 are the parity bits

P1 =21 D22 T3,p2 =74 D x5 D T6,p3 =71 D T4

P4 = T2 D T5,P5 = T3 D xg and Pe = P1 @pz. Similar to the
case of (9, 4, 4) RAC code, the code rate for (12, 6, 4) RAC code
isry = 6/12

r1 T2 T3 T4 P1
Cs3=|w5 w¢ x7 Ts p2
pP3 P4 5 Pe Pt

®)
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Fig. 1. Trellis diagram of (9, 4, 4) the RAC code with Ny =4 4 and N. = 4.
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Fig. 2. Trellis diagram of (12, 6, 4) RAC code with N, = 8 and N. = 4.

where x;,4 = 1,...8 are the information bits and p;,j =
1,...7 are the parity bits, derived in a corresponding way as
shown before. The resulting code rate is r3 = 8/15.

It should be also mentioned at this point that the necessary
modulation scheme depends on the encoding procedure and
more precisely on the information bits per row. The reason
for this is because the bits entailed in each row are reassigned
to one modulation symbol, thus determining the modulation
scheme.

It is noticeable that the potential symbols for transmission for
the (9, 4, 4) RAC code are up to four, whereas in the cases of the
(12, 6,4) and the (15, 8, 4) RAC codes, they are no more than 8
and 16, respectively. Therefore, the corresponding modulation
schemes used for our system’s design are the quadrature phase-
shift keying (QPSK), the 8 PSK, and the 16 PSK.

B. Decoding Procedure of RAC Codes

The decoding procedure of RAC codes is performed easily if
we take their corresponding trellis diagrams into account. This
process, in order to construct the trellis diagram, is explained in
[17] and is shown in the Appendix.

The trellis diagrams for the codes of our interest, the (9, 4, 4),
the (12, 6, 4), and the (15, 8, 4) RAC code are demonstrated in
Figs. 1-3, respectively.

In Fig. 1, we display the input/output vectors for the decoder.
For reasons of simplicity and clarification, the majority of the
input and output vectors in Figs. 2 and 3 have been omitted.

IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 24, NO. 2, APRIL 2009

States
O 0000/00000
A\ Quo1/00011 \ /A\\\
0001 \ ‘\\‘&{‘\v'vl”ff’//’ \\‘\\{\
A\ cotomoior N 7
i AV X )
0010 -§f : }}})‘:f'{ﬁ/ NS
pi A 4 (AW \-\\“\ ‘\‘;\’,‘0
0011 « § )
i W
\"\
0100 + |
0101 \\\\
0110/01100
oo WL
011101111
onr-
1000/10001
1001/1001
1010/10100
oo Y| S8 '
101141011
011+ \\\\ : :
1100417000 e
? ""
1100 » \ ,;5 AN AN 2 ,,-‘"’e;\ aa .
10111011 / "/‘/',Q("}\.“ \ Y /"'(A?'A\\‘\}
) S '//;?"'\'AQ\‘
R LR XY
N\ .
1101 » HPAN
1110 o L “‘}\ .
1111/1111
111 .
Fig. 3. Trellis diagram of (15, 8, 4) RAC code with N; = 16 and N. = 5.

C. Encoding Procedure of GAC Codes

The concept of a generalized (n, k, d,;y, ) array code is similar
to that of RAC codes; however, the first scheme may entail row
and column subcodes with different numbers of information and
parity check bits. The total number of information bits is

k=Fki+ky+ -+ kn, )

where k,,p = 1,...,ny is the number of information bits in
the pth row. On the other hand, the total number of coded bits
is m = mq * ng, with nq and no being the number of rows and
columns, respectively.

The procedure that was followed in order to construct a gen-
eralized array code (ng, ko, do) is found in [19] and shown in
the Appendix.

We implement this algorithm for the construction of the (8,
4, 4), the (12, 7, 4), and the (16, 11, 4) GAC code. For the first
case, we obtain

T1 T4Dp1
To X4 Dp2

C =
8,4,4 T3 74D ps3
Ps T4 Dpy

(10)
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11 -

Fig. 4. Trellis diagram of (8, 4, 4) GAC code with NV, = 4 and N, = 5.

where z;,7 = 1,...4 are the information bits, p;,j = 1,...4
are the parity bits, and p; = z;,¢2 = 1,2,3 and py = x1 &
x9 @ z3. The code rate is 4/8, since there are eight coded bits
for every four information bits.

For the (12, 7, 4) GAC code, we obtain

1 T4 p1DT7
T2 Ts p2Da7
C = 11
12,7,4 zs w6 ps® T (11)
P4+ Ps Ppe D7
where z;,% = 1,...7 are the information bits, and p;,7 =

1,...6 are the parity bits, p1 = x1 D T4,p2 = T2 D T5,p3 =
T3 @D Tg,pgs = T1 D T2 D x3,p5 = T4 P x5 D 6. The code rate
achieved for the (12, 7, 4) GAC code is 7/12.

Finally, for the (16, 11, 4) GAC code, we obtain

C16,11,4
T T2 T3 P1® 10
_ T4 Ts5 Te P2 D T10
B T7 s T9 p3 ® T10
Pa®r1i1 psDr1i1 peDrin prDTi0DT12
(12)
where z;,p;,s = 1,...11 and j = 1,...7 are the information

and parity bits, respectively, with p1 = x1 & T2 & T3,p2 =
Te D x5 O Te,p3 = T7 D x8 D T9,pa = 21 D T4 D7, p5 =
To x5 D x8,pg = T3 D Tg D T9, and p7 = py D ps D pg. AS
we notice, the code rate is 11/16.

Similar to RAC codes, each row of the matrix is transferred
to one modulation symbol; therefore, the required modulation
scheme differs for each GAC code and is directly related to the
number of information bits per row.

As we can observe, the potential transmitted symbols do not
exceed number four concerning the (8, 4, 4) GAC code and
number 8 and 16 regarding the (12, 7, 4) and the (16, 11, 4) GAC
code. Thus, the modulation schemes utilized are the QPSK, the
8 PSK and the 16 PSK correspondingly.

D. Decoding Procedure of GAC Codes

Likewise, in the case of RAC codes, the decoding of GAC
codes is easily carried out via the trellis diagram. The steps in
order to accomplish its design [19] are shown in the Appendix.

In Figs. 4-6, we display the trellis diagrams of the examined
(8,4,4),(12,7,4), and (16, 11, 4) GAC codes. In Fig. 6, most
of the input and output vectors have been omitted due to clari-
fication reasons.

IV. CODING SCHEMES PERFORMANCE VIA SIMULATIONS

In this section, we show the BER performance of the exam-
ined coding schemes in a PLC environment. As explained in the

States
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011 . .
101 . .
LU 00/001 00/001 *
Fig. 5. Trellis diagram of (12, 7, 4) GAC code with N, = 8 and N, = 5.

previous section, we apply two different techniques to model
the system’s impulsive noise and we present the BER results
for both approaches. The simulations were not an easy task to
perform since a frequency channel model was utilized, while the
OFDM transmission technique implies that a cyclic extension of
the symbol is necessary in the time domain. Therefore, careful
operations of the fast Fourier transform (FFT) and inverse fast
Fourier transform (IFFT) functions were required during the
signal’s transmission and reception, so as to transfer our data
from the frequency to time domain and vice versa. Due to these
transformations and the numerous components that the systems
consist of, the total simulation time was large. Consequently,
there had to be a tradeoff between the number of transmitted
data blocks and the minimum possible BER value that the re-
sults approach. So the number of transmitted data blocks was set
to 1000 in each case, whereas each block was transmitted over
an OFDM symbol consisting of 256 subcarriers. The number of
total data bits for the different cases of each coding technique
depended on the modulation scheme required. Since the modu-
lation scheme is defined by the particular code used, the results
are grouped into three categories according to which modula-
tion techniques are applied (QPSK, 8 PSK, or 16 PSK), so that a
better results’ comparison is obtained. For reasons of complete-
ness, convolutional codes modulated with QPSK, 8 PSK and 16
PSK are also examined; so their performance is compared to the
one obtained from GAC and RAC codes.

In Figs. 7-9, we illustrate the system’s performance in terms
of BER versus the E;,/Ng value, provided that Middleton’s
noise model is utilized. Depending on the coding scheme
examined, we obtain nine comparable yet different curves.

It is clearly noticeable that GAC codes show better perfor-
mance than RAC codes throughout the whole Ej, /N range, im-
plying a stronger coding scheme. In Fig. 9, it is clearly observed
that convolutional codes are inferior to RAC and GAC coding
techniques, which becomes more obvious for higher E;,/Ng



590

IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 24, NO. 2, APRIL 2009

States
OOOO 00000000 : -~ /
I 0010/0011 \ /// \\\ //
0010 [>WD1 \\ / k\\\"llé :
i ARNN KN RN XA, /.
0100 <Ry NN 2 AN |
I: II" 0110/011 k&}s%?é%%‘;‘% ':
| A 2 A ! » a A < ‘l'
i RS TR KSR TR
LRI SEHAI
VAR R
1010 » ZirnSENNSVZ SN .
1100;11 \’0 ,,'I .
Koo’ \*('
1100 « \\ ////' L \\\/ .
1110/111
1110 » \ .
00010001
0001 o , .
0011/001 /// \\\//
N 77 AN 7
wor - ST -
N 7NN 7
01110111 ‘g‘\’::‘?lg/;é""::‘ ‘{:‘\,‘:&’/V‘/}f,’&?
0111 « AV, DAY, Y7 :
AR KDL AR KoL
1001 » \\\ A‘:& ;"S./A".\m }"’I ?’S”A"&@’f& .
M NFRARST AR
IS RN
o |\ GERDNGARN
1101/110 KA “\‘:}\{<
7/ Yoo’ N\ N ‘\ \
1101 //' LN \§§\ .

111111 ,/
1111 o ///

Fig. 6. Trellis diagram of (16, 11, 4) GAC code with Ny = 16 and N. = 5.

values. The case is more or less the same regarding the codes
requiring a QPSK or an 8PSK modulation scheme. However, as
illustrated in Figs. 7 and 8, RAC codes’ performance resembles

the one of the convolutional code, with the latter being slightly
inferior for higher E;, /Ny values. By taking a closer look at
Figs. 7-9, we observe that the modulation parameters also play
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Bit Error Rate versus Eb/No value

Bit Error Rate
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Eb/No (dB)

Fig. 7. BER versus E;,/No for QPSK modulation and Middleton’s noise
model.

Bit Error Rate versus Eb/No value
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Fig. 8. BER versus E;, /N, for 8PSK modulation and Middleton’s noise
model.

an important role in determining the simulation results, since the
QPSK-modulated data seem to reach the receiver with fewer er-
rors. Therefore, as it is obvious from Fig. 9, we obtained results
for higher Ey,/Ng values in order to achieve the desired BER
performance. However, applying 8PSK or 16PSK modulation
implies better bandwidth exploitation; therefore, the selection
of the modulation and coding scheme depends on the system’s
demands. Moreover, it should be also mentioned here that all
curves follow the same trend, meaning that when the E;, /Ny
value increases, the codes’ performance improves. This denotes
that all coding schemes respond in a comparable way under the
same channel and noise conditions.

In Figs. 10-12, we demonstrate the system’s performance
when the proposed modified impulsive noise model is applied.
The conclusions are more or less alike as before. Again, the
GAC coding technique shows a greater tolerance against errors
compared to the RAC coding technique. Convolutional codes

Bit Error Rate versus Eb/MNo value

Bit Error Rate

—+— (16, 11, 4) GAC Code
—=— (15, 8, 4) RAC Code
Convolutional Code

Eb/Na (dEB)

Fig. 9. BER versus E;,/Ng for 16PSK modulation and Middleton’s noise
model.

Bit Error Rate versus Eb/MNo value

Bit Error Rate

GAC Cod
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L ) T
a 5 10 15 20 25 30 35 40

Eb/No (dB)

Fig. 10. Bit-error rate versus E;, /N, for QPSK modulation and the proposed
impulsive noise model.

seem to be slightly inferior to RAC codes in Figs. 10 and 11,
whereas in Fig. 12, the latter codes clearly show better per-
formance. All of the curves experience the same inclination
throughout the whole E}, /Ng range, indicating that the influence
made by the channel and noise conditions is of the same quality
for all coding methods. Similar to the occasion of Middleton’s
noise model, when a higher modulation order is required by a
coding technique, an inferior system’s performance is obtained.
This occurs since a greater modulation order indicates that more
symbols are available at the receiver’s demodulating process
and the possibility of an error is thus larger.

After a thorough observation of the six figures, it can be con-
cluded that the proposed impulsive noise model results in better
BER values than the Middleton’s noise model concerning the
equivalent curves. However, the second scheme seems to per-
form better for higher Ey, /N values.
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Fig. 11. Bit-error rate versus Ey, /N, for 8PSK modulation and the proposed
impulsive noise model.
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Fig. 12. BER versus E, /N, for 16PSK modulation and the proposed impul-
sive noise model.

As has been mentioned in a previous section, the proposed
impulsive noise model is also analyzed regarding its parame-
ters. In particular, the effect of the impulse bursts’ duration and
their interarrival time are studied. Fig. 13 shows how different
values of the former parameter impinge on the system’s per-
formance, while the latter one remains constant (2.5 % 1072 as a
mean value). On the other hand, in Fig. 14, the impulse noise du-
ration is stable (0.1 ms), whereas different values of the bursts’
interarrival time are used to illustrate the effect on the system’s
performance.

It can be easily concluded from Figs. 13 and 14, that all of
the encoding schemes behave in a similar way under the same
channel conditions.

Eb/MNo
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Fig. 14. E, /Ny at BER = 10~ versus different values of the bursts’ inter-
arrival time for all of the examined coding schemes and the proposed impulsive
noise model.

In Fig. 13, we observe that when the impulse burst dura-
tion increases, the system’s performance drops, since greater
E1 /N values are necessary to achieve the same BER. This be-
havior is anticipated, provided that when the impulsive noise
lasts longer, it damages more data blocks leading to greater er-
rors at the receiver. Conversely, the results in Fig. 14 illustrate
that for higher interarrival time values, we obtain enhanced per-
formance. This is again in agreement with the theory, defining
that the more often the noise bursts occur, the more data bits
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TABLE IV
BER THRESHOLDS FOR E /N, VALUES

E, /Ny | BER threshold
2 0,37471

9 0,1563

14 0,031828

19 0,008915

24 0,0028598

29 0,00052238
34 0,00003646
37 0,000004083

will be harmed, resulting in poorer BERs. It is also noticeable
from Figs. 13 and 14 that coding schemes requiring a lower
modulation order experience better performance than the other
coding techniques. GAC codes show greater tolerance to noise
than RAC codes which comes in agreement with the results dis-
played in Figs. 7-12.

V. HYBRID CODING TECHNIQUE FOR THE
TIME-VARYING PLC CHANNEL

In this section, we suggest an alternative coding method for
the time-varying PLC channel which is being modeled by the
proposed noise model. The concept of this noise model implies
that noise bursts occur randomly in time and affect several con-
secutive data blocks depending on their duration, while leaving
other data blocks unaffected. What we suggest is to use two dif-
ferent coding schemes at the same system: 1) for the undamaged
data blocks and 2) the other one for the data blocks influenced
by the impulsive noise. In this way, the data blocks which have
suffered severe damage by the impulsive noise, are encoded by a
strong coding scheme, thus being offered greater protection. On
the other hand, the unaffected data blocks, which, by definition,
do not require the same kind of protection, are encoded by a less
effective coding technique, thus leading to better bandwidth ex-
ploitation. For this purpose, we use the (8, 4, 4) GAC and the (15,
8, 4) RAC code. As it is noticed from the previous section, the
former coding scheme experiences better performance than the
second one, however, implying QPSK modulation as opposed to
16PSK modulation. In this section, these two coding techniques
are used to encode the affected and unaffected by the impulsive
noise data blocks, respectively.

At this point, the problem is focused on how to determine
which blocks suffer from the consequences of the impulsive
noise. Baring in mind that the data blocks are transmitted con-
tinuously, all we need to do is to track the first block influenced
by each noise burst. We start transmitting our data by using the
(15, 8,4) RAC coding scheme. For each block decoded at the re-
ceiver, the resulting BER is calculated. If this BER is found to be
greater than a specific value threshold, it means that a noise burst
has occurred. This information is transferred easily back at the
transmitter, indicating that the (8, 4, 4) GAC coding technique
should be used for a fixed number of subsequent data blocks.
The threshold is different for each Ey, /Ng value and can be spec-
ified by simulating the same system with the (15, 8, 4) RAC
code, excluding the presence of the impulsive noise. Table IV
shows the thresholds used for eight different Ey, /N values.

Bit Error Rate versus Eb/MNo value
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Fig. 15. BER versus E;, /N, by using the (8, 4,4) GAC and the (15, 8,4) RAC
codes for the proposed impulsive noise model.

The fixed number of data blocks for which the (8, 4, 4) coding
scheme is used, can be specified by taking into account the de-
fined noise burst duration (t = 0.1 ms), the OFDM symbol
properties, and the total bandwidth the PLC channel occupies.
In [3], we find that the Zimmermann’s channel model occu-
pies a bandwidth from 0.3 to 20 MHz. This results in a total
bandwidth of 19.7 MHz. We have also defined that the OFDM
symbol consists of 256 carriers, whereas a cyclic extension of
20% takes place. According to OFDM transmission theory, each
carrier takes up a frequency spectrum of Af Hz and the OFDM
symbol lasts for T's seconds without taking its cyclic extension
into account with

19,7106
Af=——— =76953 125 Hz
256

Ts = Af~1 =129949 - 1075 sec.

(13)
(14)

Since there is a cyclic extension of 20%, this leads to a total
OFDM symbol duration of Toppyr seconds, with

Torpm = Ts/0,8 = 16243655 - 10~ sec. (15)
By bearing in mind the defined noise burst’s duration, we come
to the conclusion that the burst will roughly influence seven data
blocks.

After detecting the first data block influenced by the impul-
sive noise, we define the next six data blocks to be coded by
the (8, 4, 4) GAC code, assuming that they also suffer severe
damage from the impulsive noise. Consequently, the (15, 8, 4)
RAC code is used until another affected data block is identi-
fied. Fig. 15 illustrates the performance in terms of BER re-
garding the system described before compared to the results ob-
tained when the two coding schemes are used separately for the
system’s realization, under the same channel conditions.

At this point, it should be mentioned that 2000 data blocks
were used for the simulation. The fact that the two coding
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schemes require different modulation techniques, necessitated
careful operations concerning the number of bits per block used
to derive the BER.

It is concluded from Fig. 15 that the suggested coding method
shows enhanced performance as opposed to the (15, 8, 4) coding
scheme, whereas it is inferior to the (8, 4, 4) GAC coding tech-
nique. This is anticipated,since the suggested method takes ad-
vantage of both coding schemes. It is remarkable that as the
E}, /Ny value increases, the system’s performance for the com-
bined coding technique comes close to the one regarding the (8,
4, 4) coding scheme. The benefit is that we obtain better band-
width exploitation without sacrificing the system’s performance
at an unacceptable level.

VI. CONCLUSION

In this study, the performance of GAC and RAC coding tech-
niques in power-line communications is examined. They are
simple coding schemes and by altering their parameters, we ob-
tain different codes of this family, thus adjusting in a better way
to our system’s demands. The results show that they could be
considered to be a candidate coding scheme in the hostile PLC
environment. In addition, two of the examined coding schemes
were combined in order to meet the requirements of the time-
varying PLC channel. The results show that this method leads
to satisfying the system’s performance while exploiting, in the
best possible way, the available frequency bandwidth.

In addition, we propose a new way of modeling the unpre-
dictable impulsive noise by taking the noise bursts’ properties
into account. Furthermore, the model’s parameters are flexible
so as to reflect the impulsive traffic and the power-line channel
noise’s conditions in general.

APPENDIX

The decoding procedure defining the RAC codes constitutes
six steps [17].

1) Define the number of states Ny in the trellis as N, = ¢*2,
with ks as the number of columns in the code (here, q = 2).

2) Define the number of columns in the trellis as N. = kq + 2
with k; as the number of rows in the code.

3) Each state at depth p, with 0 < p < (N, — 1) is character-
ized by a ko tuple g-ary vector

S‘D(A) = Sp(al,ag, e (16)

,aj,...akz)

where a; is an element of GF(q) and j = 1,... k».

4) The trellis diagram starts at depth p = 0 and finishes at p =
N, — 1, with §°(0;05 - --04,) and S¥*+1(01,02,...04,)
states, respectively.

5) The trellis branches at each depth p are labeled by a k;
tuple g-ary vector C*}, where C*; is determined by

CL(B) = SP(4) @ S7*1(4) (17)
where A and B are all possible ko tuple g-ary vectors,
standing for the present (p) and the next (p + 1) states of
the trellis.

6) Two values characterize each branch, representing the
input C*(ay - - ay,) and the output D% (a1as - - - ag,+1)
vector, respectively, with ag,+1 = Y ;1 a;.
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On the other hand, concerning GAC codes, their encoding
process is defined by the subsequent method [19].

1) A binary array code C; (n, k, dmnin) is created with
Ry = (n2, ka,ds) row codes, single parity check rows,
and columns, where do denotes the greatest integer close to
d2 /2. In case ng is a prime number, we choose n = ng + 1

R
(18)

2) A binary ny * ny product code Co = |PA] is produced,
where P is a binary nq * ko array with only parity check
elements whereas A is a binary ny *(ny—ks ) matrix, whose
columns are repetition codes and the first row consists of
k" = ny — ko information bits

Cy =[P A]}n; rows. (19)

3) A third binary product code C3 is manufactured in case
there are more information bits available

3o

B is a repetition row code (ng, 1, dp) with kg information
bits.

4) The desired code C is developed by adding the three
product codes

C3 = (20)

C=CroCy&Cs. 21

5) The symbol placed in the nith row and noth column is
deleted if n = ng + 1.

As far as their decoding is concerned, there are a lot of simi-
larities as well as differences with RAC codes. The design of a
trellis diagram is also essential and it is constructed via the next
procedure [19].

1) Define the number of states Ng in the trellis as N, =
gmax(ky) , and the number of columns in the trellis as N, =
n1 + 1, with k,, being the number of information bits in the
pth row and n; as the number of rows.

2) Each state at depth p, with 0 < p < (N, — 1) is character-
ized by a k,, tuple binary vector

SP(A) = S"(a1, a2, ..., a5, ... Gmax(r,)) (22)

where a; = 0, 1.

3) The trellis diagram begins at depth p = 0 and finishes
at p = my, with S°(00---0) and S™2(00---0) states,
respectively.

4) Two values distinguish the trellis branches at depth p, X P
and CT, corresponding to the vector of information bits
in the pth row and the vector of coded bits for this row,
respectively

CP=XP.GP 4 CY (23)

where X and C} represent codewords from the pth row
of the Cy and C5 code correspondingly, while G, is the
generator matrix for the pth row code.
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5) Each state ST(A) relates to its connecting next states
SP+L(A) via (24)

SPHL(A) = SP(A) + X? (24)

6) In case Cs is created during the code’s design, the dia-
gram’s final depth implies that all states are joined to the
last state with two parallel branches.
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